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Abstract 

Due to the increasing prevalence of diabetes and cancer, it is an urgent need to develop 

automated system that helps to detect disease using one of the modern technologies. Nowadays, 

Machine Learning (ML)-based methods have become very popular as an automatically model 

building techniques. Despite of the rapid development of theories for computational intelligence, 

application of ML-based classifiers to diabetes and cancer diagnosis remains a challenging issue. 

Still these ML-based classifiers did not give a satisfactory accuracy and therfore cannot correctly 

classify healthcare data like diabetes and cancer patients. Because most of the diabetes and 

cancer dataset are complex in nature and contains missing values, unusual observations, multi-

collinearity problems and so on. In most of the existing research, the researcher did not use 

feature selection (FS) techniques to identify the risk factors of cancer and diabetes disease. They 

applied limited classifiers to classify and predict the diabetes and cancer status but they did not 

tune the hyper parameter of the classifiers, as a result, their accuracy and AUC  were low. Thus, 

an attempt has been made in this study to increase the accuracy of the classifiers in diabetes and 

cancer data by considering the above factors in ML-based algorithm. The main objective of this 

study is to comparison the performances of ML-based methods in healthcare data and suggests 

the best model with better performance compared to the models published in the existing 

research. 

To fulfill the objectives, we have used 3 healthcare datasets, among them two datasets on 

diabetes (NHANES and Pima Indian), and another one on colon cancer. The NHANES diabetes 

data has been extracted from     -    ational  ealth and  utrition  xamination  urvey having 

   factors and      respondents with        diabetes whereas, the Pima diabetes data, extracted 

from UCI Repository having 768 female respondents with 34.89%~35% diabetics patients. 

Another one on colon cancer dataset has been extracted from Kent ridge biomedical data 

repository, comprising of 2000 genes and 62 patients with 40 cancerous patients. Furthermore, 

different feature selection (FS) methods, namely logistic regression   R   random forest  RF   t-

test,  ruskal- allis       and so on have been implemented to extract high-risk significant 

factors and also implemented different ML-based classifiers like na ve  ayes       decision tree 

  D     daboost       and random forest  RF   and so on for prediction and classification. The 

performances of these ML-based classifiers were assessed by accuracy        sensitivity       

specificity       positive predictive value       negative predictive value        F-measure  F    

 and area under the curve         
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In case of 2009-12 NHANES diabetes data, risk factors were extracted using LR and 

implemented 4 ML-based classifiers as     D       and RF were implemented to predict 

diabetic disease. LR result demonstrates that out of 14 factors, 7 risk factors were extracted for 

diabetes. The highest ACC of 90.62% and AUC of 0.95 for K10 were obtained by a ML-based 

system combining of LR-based FS and RF-based classifier. It was confirmed that LR-RF based 

combination performs better for prediction of diabetes compared to others.   

In case of Pima diabetes data, we proposed a robust ML-based system for predicting diabetes. 

ML-based system was designed  optimized  and evaluated  where  i  the features were extracted 

 and optimized from   F  techniques  RF   R   I              and FDR   and combined 

with 10 classifiers   D    D                           R  D   and RF  under the 

assumptions that both missing values and outliers      replaced by group median and median 

will be improved the ACC. Our findings demonstrate that missing values were replaced with a 

group median and outliers with a median values  and further using the combination of RF-RF-

based system yields                        and     as                                 

91.20% and       respectively. It was also confirmed that RF-based classifier can be accurately 

classifies of diabetes patients and performs better ACC in case of both presence and absence of 

outliers.  

Another contribution of this research was the application of different ML-based classifiers on 

colon cancer microarray gene expression data. In case of cancer patients, a comparative study of 

different ML-based systems were presented with two major objectives as (i) identification of 

high-risk differential genes using 4 statistical tests and (ii) propose an ML-based classifier for 

predicting cancer patients. Four statistical tests as    R   t-test      and F-test are adapted for 

the identification of differential expressed genes using p-values and then 10 classifiers like LDA, 

 D                       R  D       and RF for were also implemented to classify cancer 

patients. The overall average ACC of 90.50% was supported by a ML-based system combining 

with   statistical tests and    classifiers  It was confirmed that the combination of    R  test 

and RF-based classifier yields the highest               Finally, we may say that RF-based 

classifier performed better for accurate detection and prediction of both diabetes and cancer 

disease in multi-center clinical trials. It will be very helpful for physicians and doctors to make a 

decision to early diagnosis of diabetes and cancer disease. 
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Chapter 1 General Introduction 

1.1 Introduction 

Healthcare is a broad concept that refers to improve the health of patients and other 

neurodevelopmental disorders. It is provided by doctors and allied areas of health. Data on 

healthcare is any form of data relating to health conditions, causes of mortality, and wellbeing 

(Tzourakis &  Melissa, 1996). There are different types of healthcare data including medical 

(cancer, diabetes, strokes, etc.), omics (genomics, transcriptomics, and proteomics), and sensor 

data (wearable and wireless devices), which are easily handled using different classical and 

machine learning (ML) models (Koh and Tan, 2011). With the advent of ML technique, it has 

been tested all over the world and accumulated study data suggested that ML technique for 

classification of healthcare data is superior performance to classical method.  In recent times, 

ML-based systems have gained popularity like never before. This field is expected to grow 

exponentially in the coming years.    is a branch of study in which a model can be learned 

automatically from the experiences based on data without exclusively being modeled like statisti

cal models.  ver a period and with more data  model predictions will become better. Although 

recently developed ML-based methods have attracted increasing attentions and substantial 

amount of research works have been carried out, the research for improving the accuracy of 

classification models has never been stopped (Zhang, 2003).  o facilitate an adequate level of 

accuracy, the developer has to be responsive to the characteristics of different methods, and 

determine if a particular method is appropriate for the defined situation before embarking its usage 

in real application. As a result, the choice of a ML-based model is one of the crucial factors that 

will affect the classification accuracy. Researchers have made a great deal of effort over many 

years to develop effective models to improve classification accuracy. As a result, various 

important ML-based classification models have been evolved in literatures.  

Recently, the application of ML-based system on many domains, including healthcare 

datasets has received great attention day by day.   -based systems have also dominated in the 

field of medical healthcare (Srivastava et al., 2018; Shakeel et al., 2018; Bauder et al., 2018; 

Shah et al., 2019), mental-health (Grunerbl et al., 2014; Osmani et al., 2013), human behaviours 
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(Ertin et al., 2011; Muaremi et al., 2013), Time series (Zhang, 2003; Siami et al., 2018) and 

medical imaging (Deniz et al., 2018; Ashour et al., 2018; Banchhor et al., 2018). ML-based 

systems is mainly used for early diagnosis and prediction or detection of different cardiovascular 

disease as diabetes, cancer, heart disease, liver, and so on to improve the classification accuracy 

(Maniruzzaman, et al., 2017; Srivastava et al., 2018; Shakeel et al., 2018; Bauder et al., 2018; 

Shah et al., 2019). Moreover, ML-based system is also used for prediction and progonosis of 

cancer (Cruz and  Wishart, 2006; Kourou et al., 2015).  

Despite of the rapid development of theories for computational intelligence, application 

of ML-based classifiers to diabetes and cancer diagnosis remains a challenging issue. Still these 

ML-based classiiers did not give a satisfactory accuracy and therfore cannot correctly classify 

healthcare data like diabetes and cancer patients. Because most of the diabetes and cancer dataset 

are complex in nature and contains missing values, unusual observations, multi-collinearity 

problems and so on (Maniruzzaman et al., 2017; Lee and Yoon, 2017). In most of the existing 

research, the researcher did not use feature selection (FS) techniques to identify the risk factors 

of cancer and diabetes disease. They applied limited classifiers to classify and predict the 

diabetes and cancer status but they did not tune the hyper parameter of the classifiers, as a result, 

their accuracy and AUC  were low (Maniruzzaman et al., 2017; Lee and Yoon, 2017). Thus, an 

attempt has been made in this study to increase the accuracy of the classifiers in diabetes and 

cancer data by considering the above factors in ML-based algorithm. The main objective of this 

study is to comparison the performances of ML-based methods in healthcare data and suggests a 

best model with better performance compared to the models published in the existing research. 

In this study, we have chosen two types of healthcare data namely; diabetes and cancer 

due to the prevalence of diabetes and cancers are increasing worldwide. Cancer and diabetes are 

the 2
nd

 and 12
th 

leading causes of death globally (Lopez et al., 2006). Globally, 108 million 

people were affected by diabetes in 1980, exceeding 285 million in 2009, 366 million in 2011, 

382 million in 2013, 422 million in 2014, 425 million in 2017, and 463 million in 2019. This 

amount will be expected to exceed 578 and 700 million in 2030 and in 2045 (Saeedi et al., 2019).  

Additionally, about 1.6 million individuals died directly from diabetes (Bharath et al., 2017).  

Different forms of cancer disorder, such as colon, lung, breast, prostate, and so on are found in 

human bodies. Approximately, 12.4 million new cases were diagnosed by cancer worldwide in 
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2008 (Giovannucci et al., 2010), 18.1 million in 2018 (Bray et al., 2018), and this figure 

extended to 19.30 million in 2020 (Ferlay et al., 2020). Moreover, 9.6 million people died of 

cancer in 2018 and this figure was reached about 9.9 million in 2020. Among them, 18% of 

deaths were occurred due to lung cancer, 9.4% death for colorectal, 8.3% for liver, 7.7% for 

stomach, 4.7% for pancreas, and 3.8% for prostate. Therefore, it is need to diagnosis and 

prognosis of cancer and diabetes disease using detection and prediction models.  

This study aims at building several predictive models using the risk factors of diabetes 

and cancer through ML-based approaches. Risk factors are selected by different feature selection 

(FS) methods. FS is one of the most important preprocessing steps in the field of ML. FS can 

avoid the irrelevant features (risk factors) but automatically select a subset of relevant features 

for building effective predictive learning model. In this study, we have used different FS 

methods such as t-test  F-tests   ruskal- allis      test  logistic regression   R   principal 

component analysis        Fisher discriminant analysis  FDR  and so on  Furthermore, different 

classifiers like linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), 

support vector machine (SVM), random forest (RF), logistic regression (LR) have been 

conducted on significant risk factors for classification of diabetes and cancer patients. This study 

proposes a ML-based systems combining a FS method and a classifier would yield the highest 

accuracy compared to existing research.  

1.2 Research Gap 

In the existing research, several studies in the literature had been, conducted in the diabetes and 

cancer datasets. In most of the papers, they used or did not utilize any FS-based methods to 

identify the risk factors of cancer/diabetes disease. They applied limited classifiers to classify 

and predict the diabetes/cancer status but they did not tune the hyper parameter of the classifiers, 

as a result, their accuracy and AUC are low.  
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1.3 Objective of the Study 

The main objective of this study is to compare the performance of ML-based techniques in 

healthcare data and suggests the best model with the better performance compared to the models 

published in existing research   he specific objectives of the study are  

 To identify the high-risk factors of healthcare data as diabetes and cancer. 

 To classify and predict the healthcare data as diabetes and cancer using different ML-

based classifiers.  

  o compare the performance of the   -based techniques on the healthcare data as 

diabetes and cancer. 

1.4 Layout of the Study 

We have organized this thesis paper in seven Chapters. The first Chapter is general 

introduction, including introduction of machine learning in healthcare data, research gap, 

objective of this study and layout of the study. Chapter 2 represents the literature review. 

Chapter 3 represents methodology, including introduction, feature selection, and machine 

learning techniques, data partitioning, model based performance evaluations are discussed. 

Chapter 4 discussed about the classification and prediction of diabetes disease using machine 

learning paradigm. Accurate risk prediction of diabetes using machine learning  role of missing  

value and outliers are discussed in Chapter 5. The statistical characterization and classification 

of colon cancer using machine learning paradigms is discussed in Chapter 6. Finally, the 

conclusion and areas of further research are discussed in Chapter 7.     
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Chapter 2 Literature Review  

2.1 Introduction 

    application of machine learning     -based techniques in healthcare datasets has been 

increased day by day. In this study, we have used three healthcare datasets, among them two 

datasets on diabetes and another one on colon cancer. Various ML-based systems like linear 

discriminant analysis   D    quadratic discriminant analysis   D    na ve  ayes       decision  

tree  D    support vector machine        artificial neural network        random forest  RF    

artificial immune system   I    logistic regression   R   etc. are used to classify and predict the 

patients in healthcare datasets. The literature on these issues is reviewed in the following two 

sections.  

2.2 Diabetes Datasets 

A large number of works in the literature related to the diagnosis and prediction of diabetes 

which were presented in Table 2.1. Karthikeyani et al. (2012) adapted     with R F kernel   

on PI dataset. The PID dataset, comprised of   factors and     respondents having     diabetic 

 patients   he dataset contained some meaningless value  replaced these values  with mean. They 

adopted     to predict diabetes patients and achieved           . The same authors applied 

partial least square (PLS) as a feature selection (FS) method and extracted 3 factors out of 8 

(Karthikeyani et al., 2013). They adapted LDA to classify and predict diabetes and obtained 

          .  Kumari and Chitra (2013) also applied SVM classifier along with RBF kernel to 

predict diabetes disease. They had been selected 460 observations for analysis after excluding the 

meaningless observations from the dataset. They took 200 observations as a training set and rests 

were used as test/validation set. They indicated that            was obtained by SVM. A 

study on diabetes was conducted by Parashar et al. (2014). They selected 2 factors out of 8 using 

LDA and adapted two classifiers as SVM and FFNN and             was achieved by SVM. 

Bozkurt et al. (2014) also used two ML-based systems as AIS and ANN to classify diabetic 

patients. It was noted that ANN gained a higher     of         compared to AIS.  Iyer et al. 

(2015) applied two ML-based models as NB and DT to classify of diabetes which contained 

missing values, were imputed by mean. Using correlation-based FS, 2 features out of 8 were 
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extracted and they demonstrated that            was achieved by DT. Two ML-based models 

as MLP and BN were applied by Kumar Dewangan and Agrawal (2015) for diabetes prediction, 

where, the best     of        was obtained by MLP. Bashir et al. (2016) presented   - ag- 

 oov-based method to classify diabetes and compared it performances along with different ML-

based classifiers (i.e.,          R   D        RF  and    ). They demonstrated the highest 

             was obtained by   - ag- oov-based method. A study J48-based algorithm 

was proposed for prediction of diabetes by Sivanesan et al. (2017) and achieved           . 

Another study, 4 ML-based classifiers as      R       and RF were implemented by Nabi et al. 

(2017) and             was obtained by LR. Maniruzzaman et al. (2017) implemented 

 D    D       and   -based classifier to classify diabetic patients. It was noted that the 

largest     of      ~        was given by GP-based classifier. Zou et al. (2018) conducted a 

study on the classification of diabetes disease.  The diabetes dataset contained 14 attributes and 

220680 patients (69% diabetic patients). Two FS methods (PCA vs. mRMR) were implemented 

for dimension reduction. They also implemented 3 prediction models  D       and RF  for 

prediction of diabetes and validated that the highest     of        was achieved by RF.Ahuja 

et al. (2019) propose a ML-based technique followed by the combination of LDA-based FS and a 

classifier out of 5             R  RF  and D   provides better results. Missing values were 

substituted with median and they used LDA-based FS to pick the most important features. It was 

demonstrated that             was obtained by LDA-MLP. Sisodia et al. (2018) applied SVM, 

NB, DT for diagnosis of diabetes and NB obtained           . Yu et al. (2010) introduced 

SVM-based classifier on      respondents         diabetic patients  while the dataset, 

extracted from     -           . They optimized the kernel among 4 kernels as linear, 

polynomial, sigmoid, and RBF using ACC. They the maximum     of         was given by 

SVM.
 

Semerdjian et al. (2017) extracted      individuals from the     -      

        diabetes dataset. The most significant diabetic risk features were extracted using RF. 

Furthermore, 5 prediction models based classifiers as  R       RF      and RF  were adopted 

and GB-based model gave     of     .
 

Mohapatra et al. (2019) showed that MLP-based 

classifier can correctly classify               diabetic patients. Pei et al. (2019) indicated that 

           was obtained by DT.
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Table 2.1. Previous studies of diabetes dataset in literature. 

 

2.3 Colon Cancer Dataset 

A lot of work had been done in the previous studies of cancer data in the literature that are 

showed in Table 2.2.  Four sets of algorithms             R     and      were applied for 

the prediction of cancer patients by Kumar et al. (2012), where, the cancer dataset extracted from 

PubMed and comprised of      biomarkers and    respondents having    cancer patients. They 

confirmed that the maximum     of        was achieved by    . Shen et al. (2008) 

implemented 3 classifiers like              and      for the classification of cancer patients.  

The largest     of         was obtained by HPSOTS-based model. Alladi et al. (2008) 

extracted top   biomarkers out of       using t-test  p- value        About     dataset was 

taken as a training set and remaining of the dataset as a test set. 3 sets of classifiers   R       

and      were also adopted and            was obtained by SVM. Vanitha et al. (2015) 

extracted   significant biomarkers genes using  I  and also implemented 3 sets of classifiers (k-

        and        for cancer risk prediction and the highest     of         was achieved by 

SVM. Sun et al. (2006) implemented DWT to extract biomarker; they also implemented PNN for 

cancer risk prediction and obtained           . Chen et al. (2007) proposed a MK-SVM 
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method as a FS and classifier.  They adopted MK-SVM to cancer risk prediction, where, 11 

differential expressed genes were extracted by MK-SVM and obtained           . Three 

types of pathway biomarker datasets        iocarta  and Reactome was used by Liu and Gao 

(2018). The risk biomarker had been identified based on entropy  p-values       and they 

extracted     biomarkers out of     for          out of      f     iocarta  and     out     

     for Reactome datasets. They adopted SVM for biomarker risk prediction of diabetes and 

obtained the largest     of      .  

Table 2.2.  revious studies of cancer dataset in the literature  
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Chapter 3 Methodology 

3.1 Introduction 

In this chapter, we discussed different feature selection (FS) techniques, machine learning (ML)-

based techniques, data partitioning, and model performance evaluations. There are different FS 

methods as      FD           I   R  RF and different statistical tests (t-test, WCSRS test, 

F-test) are used to identify the relevant factors as well as different ML-based techniques as: 

 D    D           D   RF               .  These are briefly discussed as follows:  

3.2 Feature Selection Techniques 

3.2.1 Principal Component Analysis 

    is one of the popular dimension reduction technique in  ML/statistics (Shrivastava et al., 

2016).  The calculation steps of pooling-based PCA algorithm are given below: 

1. Compute the mean vectors for every features as follows:  

  
     

 
 

 
 
 
   (3.1) 

             ere    is a data matrix with dimensions      where    is total no  of observations, 

  is the total no  of factors  and   is identity vector of   s of size    . 

2. Subtract the mean vectors from data matrix to make normalize the data as 

            (3.2) 

3.  ompute the variance-covariance matrix using the formula   

  
     

 
 

 
 
 
  (3.3) 

4.  ompute the eigenvalues              and eigenvectors (e   e    e )from the variance 

variance-covariance matrix    . 

5. Rank the eigenvalues from the largest to smallest and also rank the corresponding 

eigenvectors in the same order. 

6.  ake the number of   ’s  r  that satisfies the following criterion   

 
∑  i
r
i  

∑  ik
i  

   (3.4) 

           here   is the cutoff point varying from      to         

7.  alculate the contribution of each factors based on the following formulae   
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 cn ∑ ehn                n        

r

z  

 (3.5) 

 here ehn indicates the n
th entry of en which is the  h

th
 eigenvectors  n         . Select the 

factors after sorting cn from the largest to smallest that will be given the significant factors (r) 

(without modifying original factors). 

3.2.2 Analysis of Variance 

The aim of       test is perform test whether or not all the different classes of   have the 

same mean as  . (Elssied et al., 2014).       test  is conducted based on the following 

notations:  

 j  umber of classes with      

 
j
   he sample mean of the predictors   for the target variables   j  

 j
 
  he sample variance of the predictors   for the target variables   j  

  j
 
 
∑ ( ij  j)

  j

j 

 j  
 (3.6) 

     he overall mean of the predictors      
∑  j j
 
j  

 
. The test statistic is  

 F 

∑  j ( j  )
 

 
j  

     

∑   
j
    j

  
j  

     

 (3.7) 

 hich follows F-distribution with ( - )and ( - ) degrees of freedom respectively    

The p-value is calculated based on the  F-statistic as follows    rob  {F   -    -   F} 

3.2.3 Fisher’s Discriminant Ratio  

Fisher discriminant ratio  FDR  is used to extract the most informative factors in that way which 

have high within-class distance and small between-class distance (Shrivastava et al., 2017). The 

general calculation steps of FDR are given as:   

1.  alculate the sample mean vectors  
j
 for different classes  

  
j
 
 

 j

∑  k

 

  Dj

      j       (3.8) 
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2. Compute the within class scatter matrix  w by the following formula:   

  w ∑  j

 

j  

    where   j ∑ (   
j
) (   

j
)
 

 

  Dj

 (3.9) 

3.  lso compute the between-class scatter matrix  
 
 as follows: 

    ∑ j  j     j   
 

 

j  

 (3.10) 

         here    is the overall mean vector,  
j
 is the j

th
 sample mean vectors and  j is total no. of 

classes. 

4. Finally, the FDR is calculated as follows: 

 FDR   
  
   (3.11) 

5.  ompute the eigenvalues   
 
          and the corresponding eigenvectors   e  e    e    for  

 the scatter matrices of FDR. 

6. Rank the eigenvectors from the largest to lowest and choose the    eigenvectors with the 

the largest eigenvalues to form a      dimensional weighted data matrix  .  

7.  se this      eigenvector matrix to transform the samples into the new subspace as   

 Y=XW   (3.12) 

            here    is a      -dimensional matrix representing the   samples  and    is the    

                dimensional samples in the new spaces. 

3.2.4 Mutual Information 

 utual information   I  is also used to detect a subset of the most informative factors/features 

(Peng et al., 2005). It can easily the handle the over-fitting problems and detect the dominant 

factors based on MI. For two discrete variables  x and y,  I  x  y   is defined as   

  I  x  y  ∑ p (xi yj) log
p (xi yj)

p xi p (yj)i j

 (3.13) 

 here  p  x  y  is the joint pdf of x and y   p x and p y are the marginal  pdf of x and y   
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3.2.5 Logistic Regression  

 ogistic regression   R  is a supervised learning  that is adapted to forecast the probability of 

dichotomous response variable (1/0) based on discrete/continuous predictors. If   is a 

dichotomous response variable (1/0) and   is the set of all predictors  then their linear  

combinations can be written as:  

  ogit   
j
  log

e
(
 j

   j
) ∑  

i
 i

 

i  

 (3.14) 

 here   j is defined as the probability for      yes  and   - 
j
  no when     .  

 
’
s  i            

are the unknown parameters is the total no  of predictors  and     . We estimate the parameters 

based on MLE and take exponent of parameters to get odds ratio (OR). One can easily test the 

parameters /OR’s based on normal test and detects the corresponding factors whose p-

values are less than     . After estimating the regression parameters, one can easily calculate 

probability of outcome variable (1/0) based on predictors and select the cutoff of point values 

that yields the highest classification accuracy. If the calculated probability value   is superior to 

the cutoff of point  it goes to one class  yes  and vice-versa (Tabaei and Herman, 2002). 

3.2.6 Random Forest 

Random forest (RF) implement as a FS while the rules of classification are formulated. Two 

importance measurements methods are used for variable selection as (i) Gini importance index 

  I    and  ii  permutation importance index   I    (Hasan et al., 2016). PIM index is used 

to order the features while RF selects the best combination of features for classification  (Hasan 

et al., 2013).  hese reduced features are used for classification  

3.2.7 Wilcoxon Sign Rank Sum Test 

 ilcoxon sign rank sum     R   test is used to decide whether two population mean ranks are 

differed or not. Let x i and x i  i            n  be a set of two measurements. In 1
st
 step, 

compute the absolute difference between two measures  |x
 i

-x i|  and calculate their  sign as 

sgn|x
 i

-x i|.  If |x i-x i|    then we are excluded this pairs from the final analysis and the sample 

size is reduced (nr .  
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The, the pair is ordered in ascending order of absolute difference.  he test statistic is  

 W=∑ [sgn|x i-x i|  Ri]
 r

i   (3.15) 

3.2.8 t-test  

The t-test is used to show the difference between two group’s means  disease vs  control  

while the data follows normal populations with unknown variance   he test statistics is  

 

 

 

t 
| 

  
  

  
|

√
s i
 

n 
 √

s i
 

n 

  i            k  
(3.16) 

 here    
  
 and  

  
 are the mean of the two groups  disease vs  control  s i 

 and s i
  are the  variance  

of disease and control class  n  total no  of disease and n    total no  of control groups.  he above 

 Eq. (3.16) follows t- distribution with  n  n -   df.  

3.2.9 Kruskal-Wallis Test  

Kruskal-wallis (KW) test is used when data violates the normality assumptions (Sawilowsky, 

1990; Nahm, 2016). If n  and n  are the no  of the two groups as disease vs  control  R : Sum of 

the ranks of disease and R  are the sum of the ranks of control   hen the test statistic is   

 H=
  

n n   
[
R 
 

n 
 
R 
 

n 
] -  n    (3.17) 

 his follows chi square distribution with   degree of freedom   

3.3 Machine Learning Techniques 

3.3.1 Linear Discriminant Analysis 

 inear discriminant analysis   D    is a generalization of Fisher  D  that is used in    or   St

atistics (Fisher, 1936). It is used to classify the objects into two/more than two classes which 

have common variance-covariance matrix       ain et al        . The aimed of LDA is 

to classify in such a way that maximizes between classes and minimizes within classes   he 

mathematical formula of  D  is written as    

  
  

- 
 (  

 
-  

 
)  

 

 
   

 
   

 
   - 

 (  
 
-  

 
) d (3.18) 
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 here    is data matrix,   
  
and    

  is the mean vectors for two groups  disease vs  control , and 

d is the cutoff of point of decision boundary.  he value of d may be zero, >0 or <0. If the value 

 of d    classes are similar and If d    then it is classified objects into disease and vice-versa      

3.3.2 Quadratic Discriminant Analysis 

QDA is an extension of LDA that is used to classify the objects into tw  more classes by 

quadratic that does not assume equal variance-covariance matrices amongst the groups  (Jain et 

al., 2000) and mathematical formula of the QDA can be expressed as: 

  
 ( 

 

  
  

 

  )   (   
 
 
 

  
    

 
 
 

  )  *   
 
 
 

  
       

 
 
 

  
    log(

| 
 
|

| 
 
|
)+ d (3.19) 

 here  
 
 and  

 
 are the sample covariance matrices for two groups  disease vs  control ,  

   
 
 and   

 

 

 is the transpose of the mean vector for disease and control group     

3.3.3 Naïve Bayes 

 a ve  ayes     -based classifier is a family of simple probabilistic classifiers  based on  ayes’ 

theorem (Webb et al., 2005). The Bayes theorem states as follows:  

   y|x      xn    
  y   i  

n   xi|y 

 i  
n   xi 

 (3.20) 

 here    y xi  and   xi y  is the conditional probability of y given xi and xi given y    y and   x    

is the marginal probability of y and x    is the product symbol   he probability of  given set of   

 inputs  xi for class variable  y and  the mathematical model can be expressed as  

  y argmax
y
   y   i  

n   xi|y  (3.21) 

3.3.4 Adaboost 

Adaboost (AB) is a ML-based technique that was known as out-of-the-box classifier, introduced 

by Freund and Schapire 1996 (Hu et al., 2008) and received the golden award in 2003. It is 

utilized to combine with various types of algorithms to improve the efficiency of the classifier. It 

is quite sensitive for handling noisy data, outliers, and over-fitting problems.  
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3.3.5 Decision Tree 

Decision tree  D   is a   -based model  was used in both in regression and classification 

(Quinlan, 1986).  hree steps of D  as   i make a tree with its nodes as input features  ii        

 xtract features for prediction which gives the highest information gain  iii  repeat  the above 

steps to form sub trees based on features which was not used in the above nodes  

3.3.6 Random Forest 

Random forest  RF   is a supervised learning that was proposed by  reiman in      (Breiman, 

2001).  he steps of RF as  i divide the given dataset into two parts as training  set and test or 

validation set. Create another dataset based on training set using bootstrapping method; (ii) 

Construct a DT for every sample and calculate the prediction result for each DT; (iii) Also 

compute the vote for each prediction result; (iv) Choose the highest votes that belongs to the 

label of classification and compute classification accuracy.  

3.3.7 Artificial Neural Network 

One of the popular methods in ML is artificial neural network (ANN) that is brain-inspired 

device designed (Shah et al., 2019). ANN comprises of input and hidden layers. The hidden layer 

also comprise of units that convert the input into anything that can be used by outlier layer.     

                 -propagation algorithm for training      Further  we have used various  

number of hidden layers  ranging from   to    for getting better performance (Shah et al., 2019).  

3.3.8 Support Vector Machine 

 Support vector machine (SVM) is a ML-based method that was introduced by Cortes and 

Vapnik in 1995 (Cortes and Vapnik, 1995).  uppose that the dataset   consists of a sets of   

 input observations x
 
 x     xp   and class labels y  y     y

n
   associated with the observation    

   separating hyper plane learn a function f     from   used to  predict the class label for any new 

 observation x   by f x and classified as   {-    }   hen a separating hyper plane has         

 property that   
  b    if y

i
   and    

  b   if y
i
 -  (Figure 3.1). SVM uses kernel trick 

while the data does not linearly separable for the purpose. The kernel function 

may be likely linear  polynomial  sigmoid  radial  and so on   



Chapter 3 Methodology 

 

Page | 16  
 

 

Figure 3.1.  Hyper plane separating two classes. 

3.3.9 Gaussian Process Classification 

 aussian process      is a   -based system that is mainly used for prediction both of 

classification and regression. It is a set of random variables that has a Gaussian distribution. It is 

also specified by mean and covariance function (Brahim-Belhouari, 2004; Rasmussen, 2004). It 

is mathematically defined as follows:  

 f~                   ) (3.22) 

 here        the mean vector of    and          : Kernel function defined as  

           {( -    )(  -     )}. (3.23) 

3.4 Data Partitioning 

Partitioning of data is well-known as cross-validation (CV) protocol. The provided dataset 

divided into 2 sets as (i) training set and  ii  test set.  here are lots of protocols              etc  

that is utilized to minimize the variability of data. The   -fold    protocol is divided the given 

dataset into    equivalent parts of the provided dataset, while the 9 parts are treated as training 

set and remaining as a test set. The term     designates the total no. of CV-

based protocol during  ML-based system   imilarly    , and   , CV-based protocols based on 

percentage  of the training set as    , and     while remaining parts are treated as a test set. 
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3.5 Model Performance Evaluations  

The performances of model based classifiers are evaluated based on accuracy        sensitivity 

      , specificity     ,positive predictive value      ,negative predictive value        These 

evaluations criterion are computed using true positive     , true negative       false positive 

  F     and false negative  F    which are defined as follows  

          

 

It is the ratio of the sum of the true positive and true negative to total no  of population that can 

be presented as: 

          (
     

   F  F    
)     (3.24) 

             

It is the ratio of the true positive condition to the predicted condition is positive that can be  

presented as: 

         (
  

     
)     (3.25) 

             

It is the ratio of the negative condition to the predicted condition is negative that can be presented   

as: 

         (
  

     
)                (3.26) 

                           

It is the ratio of the predicted positive condition to the true condition is positive that can be 

presented as: 

          (
  

     
)     (3.27) 

                           

It is the ratio of the predicted negative condition to the true condition is negative that can be presented

as: 

          (
  

     
)     (3.28) 

F-        

It is the harmonic mean of recall and precision that can be presented as: 

 F       (
   

         
)     (3.29) 
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Chapter 4 Prediction of Diabetes Disease using Machine Learning 

Paradigms 

4.1 Introduction 

Diabetes is the   
th 
leading cause of death globally (Lopez et al., 2006). It is a collection of 

metabolic disorders that are identified by elevated blood sugar levels (Lonappan et al., 2007; 

American Diabetes Association, 2010; Sarwar, et al., 2010). It may  ead to various complicated 

     -term disease as stroke  kidney failure  heat attack  blood vessels  and nerves  (Nathan, 

1993; Krasteva et al., 2011). Globally, 108 million people were affected by diabetes in 1980, 

exceeding     million in           million in          million in           million in 2014 

(Risk, 2016)      million in           million in     . This amount will be expected to exceed 

578, 642, and 700 million in 2030, 2040, and in 2045 (Zimmet et al., 2016; Saeedi et al., 2019).  

Additionally, about 1.6 million individuals died directly from diabetes (Bharath et al., 2017). It is 

noted that the incidence of diabetes and subsequent death have been increased globally day by 

day. Three types of diabetes can be distinguished: type I (T1D), (ii) type II (T2D) and (iii) 

gestational diabetes (Danaei et al., 2011). T1D is usually found in young adults below 30 years 

of age which are connected with polyuria, thirst, chronic malnutrition, losing weight, change in 

vision and fatigue (Iancu et al., 2008). T2D happens in adults over the age of 45. T2D is also 

related to obesity  high blood pressure  dyslipidemia  arteriosclerosis  and so on (Robertson et al., 

2012).  enerally  pregnant women are affected by gestational diabetes.  

The handling of diabetic data is a complicated task since most of the healthcare data have 

missing values, correlation-based structure, nonlinear, non-normal, the course of dimensionality, 

and complex in nature (Maniruzzaman et al., 2017). ML-based systems have dominated in the   

 field of medical healthcare (Srivastava et al., 2018; Shakeel et al., 2018; Bauder et al., 2018; 

Shah et al., 2019) and medical imaging (Deniz et al., 2018; Ashour et al., 2018;Banchhor et al., 

2018). Furthermore, ML-based models may be used as both F  techniques and classifiers. It 

helps the doctor community for correctly diabetes risk prediction. Various ML-based systems as 

 D    D                 FF        D        RF        R  and so on have been 

commonly used for  the identification and prediction of diabetes (Zhao et al., 2014; Bashir et al., 
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2016; Maniruzzaman et al., 2017; Sisodia, 2018; Ahuja et al., 2019). The overview of the 

proposed ML-based framework has been presented in Figure 4.1. We believe that the 

                 -based F  method with   classifiers will accurately classify of diabetes   Four 

applicable and relevant ML-based models as     D       and RF have adopted for prediction of 

diabetes disease. The goal of this study (Chapter 4) was to use LR-based FS model for the 

identification of risk factors of diabetes as well as propose a   -based classifier for diabetes 

prediction. 

 

Figure 4.1. Overview of the proposed ML-based framework.  

4.2 Materials and Methods 

4.2.1 Dataset 

The diabetes dataset, comprised of 9858 respondents having 760 diabetic respondents, derived 

from the     -       ational  ealth and  utrition  xamination  urvey                 he  

Respondents were identified as diabetic if they were met with at least one of  the following criteria 

  plasma fasting glucose    mg dl  serum glucose     mg dl  glycohemoglobin         fter       

excluding the missing values, the dataset consisted of 6561 respondents with 10% diabetic 

respondents.  
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4.2.2 Statistical Analysis 

 he baseline characteristics of the study population were presented as mean    D for continuous   

number  percentages  for categorical variables  respectively  Differences in variables          

diabetic patients and control were analyzed by independent paired t-test for continuous and  hi- 

Square test for categorical variables   he demographic and clinical characteristics of the diabetic 

patients have been described in Table 4.1. All of the tests were two-tailed and considered as the 

significant factors whose p-values were less than       Data       analyzed using  tata version 

14.10 and R-i386 3.6.1. The training test set paradigm of the entire   -based system has been 

shown in Figure 4.2. 

 

Figure 4.2. The training/testing set paradigm of the ML-based system. 

 

 

 

 

 

 

 



Chapter 4 Prediction of Diabetes Disease using ML Paradigm 

 

Page | 21  
 

4.3 Results and Discussion 

4.3.1 Baseline and Demographics of the Respondents 

The baseline and clinical information of patients  were presented in Table 4.1. There is a total of 

     respondents out of       are diabetic patients. The average ages of the respondents were 

              years. There were about             male diabetic patients with average age 

             years. It was observed that all factors were highly statistically  p         associated 

with diabetes.   

Table 4.1. Baseline and clinical characteristics of respondents.    

 

4.3.2 Identification of Risk Factors of Diabetes  

Table 4.2 presented that identification the risk factors of diabetes based on  R. It was found that 

age  education    I       D    direct cholesterol  and total cholesterol were considered as signi

ficant factors for diabetes (p-value       .  
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Table 4.2. Identification the risk factors of diabetes using logistic regression. 

 

4.3.3 Effect of Keeping Data Size Fixed on Performance of ML-based System 

 he effect of keeping fix data size  n       on accuracy of 4   -based classifiers over 3 CV 

protocols were presented in Figure 4.3. It was also presented that the ACC of 4 ML-based 

classifiers have been increased with increasing the number of CV protocol (   to     to    ). It 

was also noted that the highest     of        was provided by RF-based classifier for     

protocol (see Table 4.3). Furthermore, the highest               and F  were also supported 

by RF- based classifier for     protocol (see Table 4.4).   
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Figure 4.3. Effect of keeping data size fixed on accuracy (%) of 4 classifiers for 3 protocols. 

 

Table 4.3. Comparison of accuracy (%) of 4 classifiers for 3 protocols. 

 

Table 4.4. Four performance evaluation parameters of 4 classifiers for 3 protocols. 
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4.3.4 Effect of Varying Data Size on Performance of ML-based Systems 

The effects of varying data size on the efficiency of   -based models for      protocols were 

presented in Figure 4.4. We have separated the training data size into 10 parts as 656, 1312, 

1968, 2624, 3281, 3937, 4593, 52459, 5905, and 6561. We have trained the 4 ML-based models 

on these training datasets and computed their ACC for 3 CV protocols. It was noted that at least 

70% respondents (4593) were needed for the net generalizations. Figure 4.4 also showed the 

ACC of 4 ML-based classifiers were increased with increasing in data size and RF-based system 

was achieved better performance compared to others. The system ACC of 4 classifiers 

with varying data sizes for    protocol were presented in  ppendix      able          protocol 

in  ppendix      able      and     protocol in  ppendix      able     . Then we have 

computed the system mean ACC by averaging ACC of   classifiers over varying data sizes for 3 

CV protocols which were shown in Table 4.5. It was also indicated that RF-based classifier was 

performed better compared to others  

 

  

(a)    protocol. (b)    protocol. 
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(c)     protocol. 

Figure 4.4. Effect of accuracy over varying data size (n) for 3 CV protocols. (a)    protocol;    

(b)    protocol  and (c)     protocol.  

 

Table 4.5. Systems mean accuracy (%) of 4 classifiers for 3 partition protocols.  

 

4.3.5 Receiver Operating Characteristics Analysis 

 he R   is a graphical procedure that is plotted based on sensitivity vs    -specificity . The 

 R   curves of   classifiers for   partition protocols were presented in Figure 4.5. It is observed 

that the higher AUC of 0.95 was obtained by RF-based classifier for       protocol compared to 

others and the corresponding     values were presented in Table 4.6.  

Table 4.6. Comparison of AUC of 4 classifiers for 3 CV protocols. 
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(a)    protocol. (b)    protocol. 

 
(c)     protocol. 

Figure 4.5. ROC curves of 4 classifiers for 3 CV protocols: (a)    protocol; (b)    protocol and 

(c)     protocol. 
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4.3.6 Validations of the Proposed ML-based System 

 o validate our proposed method of this study  (Chapter 4), liver dataset was used, taken from 

UCI data repository (Ramana et al., 2012). The dataset consisted of 10 factors as well as 583 

respondents having     liver patients   ur findings illustrate that RF-based system gave ACC of 

70.59% (see Table 4.7) compared to others which was validated to our proposed (RF) method.  

Table 4.7.  alidation of the proposed  RF  method for liver dataset  

 

 

4.4 Summary of the Chapter 

In this section, Chapter 4 is summarized as: 

1.        

  xtraction   xtract the diabetes dataset into a dta   tata  format from NHANES.  

 Data cleaning  Drop the missing values and unusual observations from the analysis. 

  eature extraction   xtract   high-risk factors of diabetes using  R     

2. Modeling:  

 CV protocol: 3 CV-based (        and    ) protocols were used.   

 Model selection: Apply 4 classifiers as     D       and RF for diabetes prediction. 

3. Model performance evaluation: 

 Metrics: Use                    F   and     for classifiers evaluations.  

 Interpretation: Finding show that RF classifier performed better compared to others   

  alidation of proposed method   iver dataset was used for validation of RF-based 

classifier.  
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Chapter 5 Accurate Risk Prediction of Diabetes based on Machine 

Learning: Role of Missing value and Outliers  

5.1 Introduction 

Accurate classification is an essential and exhaustive issue for diagnosis and prognosis of 

diabetic (Barakat et al., 2010) since most healthcare data have missing values, correlation-based 

structure, nonlinear, non-normal, the course of dimensionality, and complex in nature 

(Maniruzzaman et al., 2017). The adequacy of ML-based systems is impaired when diabetic 

data have missing value or outliers. Several ML-based models, such as  D    D          , 

     FF    D        RF        R  and     have been carried out for diagnosis and 

monitoring of diabetes disease (Bashir et al., 2016; Maniruzzaman et al., 2017; Lee and Yoon, 

2017). These ML-based classifiers are unable to accurately classify diabetes while data includes 

missing values/outliers. As a result, ML-based classifiers do not achieve greater accuracy 

(Cokluk  et al., 2011; Baneshi  et al., 2012; Leys et al., 2013; Zainuri et al., 2015; Maniruzzaman 

et al., 2017). Outlier removal and the monitoring of missing values is a critical issue in statistics 

and have never been neglected.  

Previous ML-based models (Bashir et al., 2016) were ineffective since their models are 

 either  a  directly on the raw data without feature extraction or  b  on raw data without outlier re 

moval or  c without inserting replacing values for missing values or  d simply filling   missing   

values with the mean   In addition, the replacements of outliers, measured by mean are very 

sensitive (Manikandan, 2011). As a consequence, their ML-based models are unable to achieve 

greater accuracy. Several authors have been attempted to substitute outlier or missing values, but 

in the non-classification framework (Cokluk  et al., 2011; Baneshi  et al., 2012; Leys et al., 2013; 

Zainuri et al., 2015;).  ur methods are motivated by the spirit of  these statistical measures 

embedded in a classification framework  The accuracy of ML-based models may be improved 

if one can be replaced the missing values and outliers by group median and median  Further  this  

study proposes a ML-based system by selecting the combination of a F  method and a classifiers 

from 6 FS methods and 10 classifiers.  he hypothesis has been laid out in Figure 5.1, while the 

diabetic input data has a two-stage for data preparation as replace (a) the missing value by group 
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median and  b outliers by median   he comparator helps in comparing the      when the data  

has  a no missing values but has outliers  (b) no missing values and no outlier. RF-based 

classifier has adapted (Hasan et al., 2016) for both feature extraction and diabetic prediction. 

In this study  we hypothesize  that by (a) replacing missing values with group median and outlier 

by median  and  b  using feature extraction by RF with the RF-based system yields the highest 

accuracy.  

 

Figure 5.1. Data preparation of diabetic data by missing value replacement and outlier removal  

Thus, compared to the previous research, the following are the novelties of this present study: 

(i) Establishing an ML-based method where the missing values can be replaced by group 

median and outliers by median if there are outliers, while outliers can be tested based on 

inter-quartile range (IQR). 

(ii) Optimizing the ML-based framework by choosing the best combination of a FS and a 

classifier among the 6 FS approaches  RF   R   I              and FDR  and 10 

classifiers  RF   D    D                           R  and D    

(iii) Appling   sets of    protocols                   and     for the generalization of the 

ML-based system and computed their performance parameters  namely               

          and   . Reliability index (RI) and stability index are also used to check the 

validity of our study.  
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5.2 Materials and Methods 

5.2.1 Dataset 

 he dataset  contained 768 female respondents with 21 years, having 268 (34.90%) diabetic and 

has been extracted from UCI repository. The database had 5 zeros in glucose, 35 zeros in blood 

pressure, 27 zeros in BMI, 227 zero in triceps and 374 zeros in insulin. We have divided the 

dataset into 2 groups like diabetic vs. control, and these meaningless values were replaced by 

group median.  e have also checked the outliers unusual observations by IQR and replaced 

these outliers by the median if there exists outliers/unusual observations in the dataset. 

Descriptions of the attributes and brief statistical summary were presented in Table 5.1. 

Table 5.1. Demographics of the diabetic patient cohort  

 

5.2.2 Machine Learning System  

Figure 5.2 presented the concept of the overall ML-based system (proposed). This followed the 

output of ML-based method while the input data was preprocessed by replacing the missing 

values and outlier with groups median and median   he first phase is divided the diabetic data in  

to two phases as training and test data. The following stage, extract features using 6 FS methods 

like RF   R   I              and FDR  The main role of this stage is to choose the dominant 

features by dropping the complexity of data. Additionally, 10 ML-based classifiers as LDA, 

 D                           R  D   and RF have  added to the training database and 

estimated ML-based parameters. ML-based parameters and dominant features have extracted for  

test data is used to predict diabetic patients. Monitoring output of ML-based systems yields 

                       and      which were shown in Figure 5.3.  
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Figure 5.2. Architecture of the ML-based framework. 

5.3 Results and Discussion 

5.3.1 Select the Best FS Techniques over K-fold CV and ORT 

We have used 6 FS methods and for our notational simplicity, we may be defined as F1 for RF, 

F2 for LR, F3 for MI, F4 for PCA, F5 for ANOVA and F6 for FDR on both presence of outliers 

(O1) and imputed outliers by median (O2) datasets. F5-based FS technique gave ACC of 81.94% 

for K2 protocol and presence of outliers. It was observed that ACC was increased by  

increasing the value of   for both presence     and absence of outliers       F  gave the highest   

    of        of the same protocols for absence of outliers       In the same way for     F  and  

F  gave the highest     of 82.73% and 86.16% for both presence and absence of outliers     .  

The highest ACC of 85.86% was obtained by RF for     and ACC of 88.45% for JK protocol 

while data have the absence of outliers (O2) which are given in detail in Table 5.2. So it was 

concluded that RF (F1)-based classifier was performed better for both presence (O1) and absence 

of outliers (O2) datasets.  
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Table 5.2. Comparison of accuracy (%) in presence and absence of ouliers for different F ’s and 

protocols. 

 

 

Figure 5.3. Performance of the ML-based system in the presence and absence of outliers. 

5.3.2 Comparison of Performance of ML-based Classifiers 

This section is implemented to investigate the 10 ML-based classifier’s performances with 

changing CV protocols in presence and absence of outliers in the dataset. We may be defined 10 
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ML-based classifiers as C1 for LDA, C2 for QDA, C3 for NB, C4 for GPC, C5 for SVM, C6 for 

ANN, C7 for Adaboost, C8 for LR, C9 for DT, and C10 for RF. Table 5.3 and Table 5.4 

indicates that     was increased with increasing the value of   for both presence and absence 

of outliers in the dataset. For K2 protocols, the combination of F1-C10 based classifier gave 

ACC of 89.09% for the presence of outliers and 88.98% ACC for the absence of outliers in the 

dataset; (ii) ACC of C10-based classifier is also increased with increasing the value of      to     

Table 5.3. Comparisons of accuracy (%) of 10 classifiers and 6 FS methods for presence of 

outliers. 
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Table 5.4. Comparisons of accuracy (%) of 10 classifiers and 6 FS methods for the absence of 

outliers. 

 

Table 5.3 and Table 5.4 also show   that F -C10 based combination also gave the highest ACC 

for both the presence (89.79%) and absence of outliers (89.58%) in the datasets. Similarly it can 

be showed that for     protocols  F -C10 gave the highest     of        and        for the 

presence and absence of outliers. It was also noticed that the combination of all FS with RF-

based classifier gave      ~        ACC for both the presence/absence of outliers in datasets. 

Therefore, it may be concluded that F1-C10 based combination was performed better for both 

(presence/absence of outliers) datasets.  
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5.4 Hypothesis Validation and Performance Evaluation 

5.4.1 Hypothesis Validation  

The hypothesis of this study (Chapter 5) was RF-based in ML-based framework yields the 

highest ACC while the replacement of missing values by the group median and outliers by the 

median. The comparison of ACC of 10 classifiers and 6 FS methods in the presence of outliers 

(O1) and absence of outliers (O2) was presented in Table 5.5. It was also demonstrated that the 

hypothesis has been validated  

Table 5.5. Comparison of accuracy (%) of 10 classifiers and 6 FS methods in presence and 

absence of outliers over protocols. 

 

5.4.2 Performance Evaluation  

5.4.2.1 Reliability 

Reliability index  RI  and stability index is required the performance evaluation of ML-based 

system (Shrivastava et al., 2017) which was presented in Figure 5.4. RI was computed by the 

proportion of the  D   n  and mean       n  over data size  n  and  mathematically expressed 

as  

  
n
    (  

 n

 
n

)     (5.1) 

 he system RI of   ̅ is also calculated using the following formula      

  ̅    (
∑  

r
n
r  

n
) (5.2) 

 

Figure 5.5 and Figure 5.6 show that RI for all  Fi- j  i          and j           based 

   combinations as data size  n   Further  the system RI was shown in  able     for the presence of     
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outliers and Table 5.6 for absence of outliers. It was confirmed that the best performance of F1-

C10 based combination provided the best performance for both the presence and absence of 

outliers in the datasets. It was also found that the data system is stable within    tolerance limit   

 

Figure 5.4. Performance evaluations of ML-based system in presence and absence of outliers. 

Table 5.6. Comparison of RI (%) 10 classifiers and 6 FS methods for the presence of outliers. 

 

Table 5.7. Comparison of RI (%) 10 classifiers and 6 FS methods for the absence of outliers. 
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Figure 5.5. Comparison of RI (%) of 10 classifiers and 

6 F  ’s for the presence of outlier. 

Figure 5.6. Comparison of RI (%) of 10 classifiers 

and 6 F  ’s for the absence of outliers. 
 

5.5 Summary of the Chapter 

In this section, we summarize Chapter 5 at a glance as follows:  

1. Data:  

  xtraction   xtract the      Indian diabetes dataset into a  csv format from   I   

 Data processing: Replace missing values and outliers by group median and median.  

 Feature extraction: Extract risk factors of diabetes using 6 FS method as: RF   R, 

 I              and FDR   

2. Modeling:  

 CV protocol: 5 CV-based (                 and   ) protocols were used.   

 Classifiers:  pply    classifiers as  D    D                           

 R   D   RF. 
3. Model based performance evaluation: 

 Metrics: Use                         and RI as performance of classifiers  

 Interpretation: Interpret the performance evaluation metrics to compare the classifiers 

and our findings show   that the combination of RF-RF based FS and classifier gave 

           and        RI for     protocol and            and 88.45% RI 

for JK protocol.   
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Chapter 6 Statistical Characterization and Classification of Colon 

Cancer using Machine Learning Paradigms 

6.1 Introduction 

Globally, cancer is the 2
nd

 major cause of death. Different forms of cancer disorder, such as 

colon, lung, breast, prostate, and so on are found in human bodies (Hollstein et al., 1991; Bray et 

al., 2018). Approximately, 12.4 million new cases were diagnosed by cancer worldwide in 2008 

(Giovannucci et al., 2010), 18.1 million in 2018 (Bray et al., 2018), and this figure extended to 

19.30 million in 2020 (Ferlay et al., 2020). Moreover,     million people died in 2018 and this 

figure was reached about 9.9 million in 2020. Among them, 18% of deaths were occurred due to 

lung cancer, 9.4% death for colorectal, 8.3% for liver, 7.7% for stomach, 4.7% for pancreas, and 

3.8% for prostate. Therefore, it is clear that the no. of new cases and deaths from cancer has 

steadily increased over time. It is required to be diagnosed cancer patients and determined the 

high-risk genes of cancer.  

Generally, gene expression datasets have a huge no. of genes as well as a limited sample 

size. As a consequence, there exists a high correlation among these genes. Previously, lots of 

supervised and unsupervised ML-based methods implemented for significant gene identification 

(Matthias et al., 2003; Monti et al., 2003). These ML-based methods face with over-fitting and 

multi-collinearity problems caused by limited sample size, noise and huge no. of genes (Hong 

and Cho, 2006; Hung and Wang, 2006). It is urgent to eliminate the noisy genes through a novel 

FS method and also predict the high-risk genes using ML-based methods based on different CV-

protocols. Many authors implemented their studies unsupervised algorithms like likely 

hierarchical clustering (Yeoh et al., 2002), K-means clustering (Li et al., 2001), SOM 

(Hautaniemi et al., 2003), FNN (Tung et al., 2005), etc., for detecting responsible genes for 

cancer. In addition, various supervised techniques as ANN (Ando et al., 2003; Takahashi et al., 

2004), SVM (Guyon et al., 2002; Mao et al., 2005) and so on were used both for gene extraction 

and prediction. Moreover, different parametric and non-parametric tests like t-test (Jeanmougin 

et al., 2010; Kuyuk et al., 2017), KW-test, (Chen et al., 2005; Shi et al., 2015) were also used 

only for significant gene extraction but not used for prediction of cancer patients. No attempt was 
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found to combine a statistical test along with a ML-based classifier for accurate gene 

identification and prediction. Therefore, we believe that the highest accuracy is provided by 

choosing a proper statistical test, CV protocol along with a classifier. The global system of high-

risk gene extraction with ML-based method for classification is presented in Figure 6.1.To fulfill 

the above foundational assumptions, this study presents a two-stage systems where the first stage 

is identify of significant cancerous genes using   statistical tests as t, F,    R   and    based 

on p-values. The 2
nd

 stage is to propose a classifier for performing better results for prediction of 

cancer among 10 ML-based classifiers like  D    D                      R  D       

and RF. The ML-based framework is assessed by 3 CV protocols as K2, K10, and JK. Reliability 

index is also used for the evaluation of ML-based framework.  herefore  this study offers the  

following contributions    

(i) Propose a ML-based framework by choosing a suitable statistical test and classifier from 

4 statistical tests     R   t      and F  and 10 classifiers   D    D          , 

           R  D       and RF   

(ii) Understands ML-based system using 3 CV protocols and 4 statistical tests combined with 

10 classifiers.  his further involved optimization of the best matching strategy between 

data normalization  detection and classification  

(iii) Observing the effect of fixing/varying data size on performance of ML-based systems 

and computing their performance based on                        and F   

RI and     was also used as a part of evaluation.  
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Figure 6.1.  lobal system of high-risk gene detection     protocols for   -based system. 

6.2 Materials and Methods 

6.2.1 Dataset 

 he colon cancer dataset  extracted from  ent ridge biomedical data repository      that was 

publicly available (Alon et al., 1999). The dataset contained 2,000 genes, and 62 observations 

having 40 cancer patients. This dataset was in a matrix form while the genes were in the row and 

observations were in the column.  he matrix of gene expression matrix was utilized for global 

system which     discusse     Figure 6.1.   

6.2.2 Gene Expression Data Normalization  

Data normalization is needed to avoid bias and redundancy of the gene expression data. The 

normalization formula is given  as below:  

   
   

 
 (6.1) 

 here    is the variable to be normalized    and   is the mean and standard deviation.  
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6.2.3 Local System for the Machine Learning 

The main goal of this study was to predict the high-risk genes based on    system   hus   

we need to preprocess the input data for better characterization of gene expression  The overall 

system comprises of   statistical tests   he effect of the global system is in            Figure 6.1. 

The training/testing paradigm of the entire   -      system is presented in             The 1
st
 

step is to split the given dataset into two sets as  training and test. These two parts are split with a 

dotted line as training and test of gene expression data. The next stage is normalization of data   

 and then extract the top differential expressed (DE) genes using   statistical tests     R   t  

KW, F) based on the p-value. The DE genes are trained based on    framework  Estimating ML 

-based training parameters and then applied to  est data that is transformed to predict cancer 

patients. Additionally, 10 ML classifiers as  D    D                       R  D       

and RF have been adapted to classify the cancer patients. Monitoring the output of these 

classifiers are evaluated using                        F   and     which were displayed in 

Figure 6.3.  
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  Figure 6.2.  ocal system for the machine learning  
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Figure 6.3.  erformance of the   -based framework   

6.3 Results and Discussion 

6.3.1 Kernel Optimization 

The main objective of this section was to optimize     kernel for     and   -based classifiers 

during the training   e have used   types of kernels  namely linear, RBF, and Poly-2 and 

optimized the kernel whose gave the highest accuracy. The effect of dominant genes on accuracy 

 was presented in Figure 6.4a for    protocol, Figure 6.4b for     protocol  and Figure 

6.4c for    protocol, respectively.  he corresponding table was shown in   ppendix A3: 

 able A3.1. The figures demonstrated the accuracy is improved with increasing in the dominant 

genes (D). These figures also demonstrated that the highest        obtained with decreasing p-

values by    with  oly-2 based classifier. It was observed that the highest     was also 

obtained by     with R F kernel    
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 owever  classification accuracy of all classifiers has more variations for     protocol compared  

       protocol due to small sample size. So we have chosen that R F kernel for     and  oly-

2 for GP-based classifier   he mean of the ACC over the dominant genes  D  for   kernels were 

depicted in  ppendix A3: Table A3.1.  

  

(a)    protocol (b)     protocol 

 

(c)    protocol 
Figure 6.4. Kernels selection over 3    protocols   a       b       and  c    . 
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6.3.2 Effect of p-value on ML Performance 

The most informative genes were extracted using   statistical cutoff of point of p-values as 0.05, 

0.01, 0.001, and 0.0001, respectively. It was noticed that the no  of significant genes are reduced 

with reducing the cutoff point of p-values as displayed in Figure 6.5. It was also noticed that 

the     of    classifiers with   statistical tests was higher for p-value less than 0.0001 as 

displayed in Appendix A3: in Table A3.2, Table A3.3, Table A3.4 and Table 6.1. he     of 10 

classifiers were increased for   statistical tests  (Table 6.1). It was noted that the highest ACC 

was provided for   protocols with lowest number of genes by RF-based classifier (see Table 6.1) 

and the corresponding figures were designated in Appendix A3: Figure A3.1. It was also noted 

that the ACC of    classifiers were increased with increasing the training dataset with protocols  

from K2 to     to   . In addition, the classification ACC were improved for each protocol as 

decrease the p-values  It is provided  the evidence of classifiers trained well for the most 

significant genes with less noise   

Table 6.1.   ean accuracy     of    classifiers and p-values of    R  test over   protocols   
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Figure 6.5.  he Relation between p-value’s cutoff point and the no  of genes  

6.3.3  Inter-comparison of the Classifiers 

 he accuracy of     classifiers with   statistical tests and   protocols  a total of                  

 combination with keeping data size fixed  n     is presented in Table 6.2. It was illustrated that 

the maximum ACC of 99.81% was obtained by the WCSRS-RF-based classifier. It was also 

illustrated that the minimum ACC was obtained by NB followed by QDA. Five performance 

evaluation parameters  likely                   and     of WCSRS-RF-based classifier as 

described in Table 6.3. It was also confirmed that better performance was provided by the 

WCSRS-RF-based classifier and it was also validated based on      (see last column of Table 

6.3).  

6.3.4 Effect of Dominant Genes  

 he effect of dominant genes on     of    R -RF-based model was displayed in Figure 6.6. 

It was demonstrated that the     of    classifiers is improved with increasing the number of 

genes   o  it was concluded that the best performance was given by RF-based classifiers.  
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Table 6.2.  ccuracy  in    of   tests along with    classifiers over   protocols  

. 
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Table 6.3.  erformance evaluation parameters of    classifiers for    R  test over   protocols  
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Figure 6.6. Accuracy vs. dominant genes of 10 classifiers for WCSRS test (p-value=0.0001).  

6.3.5 Effect of Data size on Memorization vs. Generalization  

This experiment presented the effect of varying data size  n on accuracy of   -based models. 

We have divided the training data size into 10 parts as                                 , 

          and       The corresponding 10 datasets were comprised of                    37, 

           and    patients  10 ML-based classifier was implemented on training data size and 

calculates the classification accuracy. It was also noticed that at least 50% (32 patients) are 

needed for the net generalization. Figure 6.7 showed the change of accuracy with varying data 

size. It was noticed that accuracy of 10 classifiers were increased with increasing data size and  

the highest performance was provided by RF-based classifier (see Figure 6.7). We have 

computed system ACC by averaging    ’s over data size (n) for 3 CV protocols. Table 6.4 

indicates that the highest ACC was supported by RF-based classifier for   protocols compared to 

others.  
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Table 6.4.  ystems mean accuracy     of    classifiers over      protocols  

 

 

Figure 6.7.  ffect of varying data size  n  on classification accuracy. 

6.4 Performance Evaluation and Hypothesis Validations  

6.4.1 Gene Separation Index 

 ene separation index  n  I  can be  depicted the segregation power of the genes and it is 

mathematically represented as  

 c  Fn Fd  (6.2) 

 here Fn and Fd is the mean value of the cancer patients and control   he relationship between 

n  I  system mean accuracy along with p-values was presented in Table 6.5 and also effect of p-

value on  n  I  is presented in Figure 6.8. 

Table 6.5. Relationship between n  I and system mean accuracy. 
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Figure 6.8 .            - values on  n  I .    

6.4.2 Reliability Index 

The system reliability index (RI) is used to evaluate the performance of the ML-based system 

which was computed as follows:  

  
  
 (  

   
 
  

)     (6.3) 

where,   
  
 and     are the mean and SD for all combinations of p-values with   statistical  tests. 

The system RI is computed by averaging the RI over the data size which is shown in Figure 6.9. 

It shows the value of RI of 4 statistical tests, 10 classifiers over 3 protocols and also confirms 

that RF-based classifier is the best compared to others  The corresponding result is shown in 

Table 6.6.   

  
(a)    R  test (b) t-test 
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(c)    test (d) F-test 

Figure 6.9. Reliability index vs  data size  n  for    classifiers for   statistical tests    a     R   
test,(b) t- test,(c) KW test, and (d) F- test. 

Table 6.6.  ystem reliability index     of   statistical tests and    classifiers over   protocols   

 

6.4.3 ROC Analysis 

The value of     along with                   F  of    classifiers for WCSRS-RF tests and 

3 protocols           and     were presented in Table 6.3. The similar results were presented 

for 3 tests  t      F   in Appendix A3.2: (Table A3.5-Table A3.7) for          and JK 

protocols. It was noted that the highest AUC was obtained by RF classifier for   statistical tests 

over             protocols (see last column of Table A3.5 to Table A3.7, and Table 6.3). It was 

observed that the mean AUC of RF along with   statistical tests was provided almost close to 

unity which was also proved the hypothesis.  
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6.4.4 Validation of WCSRS-RF (Proposed) Method 

 reast cancer dataset was used (Patrício et al., 2018) to validate the proposed WCSRS-RF 

method. 4 statistical test and 10 ML-based systems have been adapted for prediction of breast 

cancer. Our results indicate that the highest ACC of 95.25% was provided by WCSRS-RF (see 

Table 6.7).  o  our proposed    R -RF methods was validated for both colon and breast 

cancer datasets.   

Table 6.7.  alidation of the    R -RF  proposed  systems using     for breast cancer  

 

6.5 Summary of the Chapter 

In this section, Chapter 6 is summarized as:  

1. Data:  

 Data extraction   xtract colon cancer dataset format from PubMed.   

 Data normalization: It was needed to reduce the redundancy of the data  

 Top gene extraction: Extract top high-risk genes of colon cancer using 4 tests 

like    R   t      and F-test. 

2. Modeling:  

 CV protocol: 3 CV-based           and     protocols were used.   

 Kernel Optimization: Optimize kernel of SVM & GPC for prediction of colon cancer. 

 Model selection:  pply  D    D                       R  D       and RF   for 

prediction of cancer. 

3. Model performance evaluation: 

 Metrics: Use                    F   and     for classifiers evaluation.  

 Interpretation: Performance evaluation metrics to compare the  lassifiers and findings 

showed that RF-based classifier gave  99.81% ACC for JK protocol. 
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Chapter 7  Conclusion and Areas of Further Research 

7.1 Conclusion 

In this research we have tried to show the comparison of the performance of ML-based systems 

in healthcare datasets. We have used three healthcare datasets, among them two datasets on 

diabetes (NHAMES and Pima Indian) and another one on colon cancer. For NAHNES diabetes 

dataset, our hypothesis is to propose an ML-based system combine with LR-based FS method 

and a classifier out 4 as     D       and RF along with 3 CV protocols          and      that 

will yield the highest accuracy. Results demonstrated that ML-based model with the combination 

of  R-based F  method and RF-based classifier obtained the highest              for K10 

protocol. 

For PID dataset, our hypothesis was that if missing values and outliers are replaced by 

group median and such a data when used in   -based framework using RF-RF combination for 

a FS and a classifier should yield higher accuracy   e demonstrate our hypothesis by showing   

improvement and reaching an accuracy of nearly      ~100% in JK-based CV protocol. 

 omprehensive data analysis is conducted consisting of    classifiers    F  methods  and 5 set of 

   protocols    outlier’s removal techniques   

For cancer dataset, this study presented an exhaustive evaluation of   -based systems 

which has two major components   a  identification of high-risk differential genes using tests and 

 b  development of a   -based strategy for predicting the cancerous genes. 4 statistical tests as 

   R  test  t-test     test  and F-test are adapted for cancerous gene identification base  on p- 

values  Further       -based systems are designed using ten different classifiers as  D , QDA, 

                    R  D       and RF   ur overalls mean accuracy of   -based system    

using   tests and    classifiers was          he highest     of        was obtained             

the combination of    R  test along with RF-based classifier. Finally, we may conclude that 

RF-based classifier performed better for both diabetes and cancer datasets. 
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7.2    Areas of Further Research 

 In this study, I have used only median-based imputation method to impute missing 

values. One can easily extended different missing value imputation methods as 

expectation maximization (EM) algorithm, KNN, fuzzy K-means (FKM), etc.  

 In this study, I have used only few FS methods to detect the high-risk factors/biomarker 

for healthcare disease. In future, I shall be used various feature extraction and F  ’s like 

singular value decomposition (SVD),correspondence analysis (CA), canonical correlation 

analysis (CCA), partial least square (PLS), SVM, GPC, pooling based FDR and so on.  

 I have used only four statistical tests to select the top biomarkers of colon cancer disease. 

However, there were more statistical tests (parametric and non-parametric) available in 

literatures. In future, I shall be used more applicable and important statistical tests 

to identify the accurate biomarkers of              complex disease  

  lthough the current work was focus on only   , showing the role of  detection   and  

prediction  one can extend this to adapt deep learning  D  -based paradigm for detection 

and prediction of the segmentation of medical imaging, single RNA-sequencing data, and 

protein-protein interactions (PPI) data etc., and compare with our current study. 

 Although this work was the application of ML-based techniques on diabetes and cancer 

disease and no mathematical/theoretical model was introduced or modified. In future, I 

will develop a new computational model to identify the biomarkers of complex disease. I 

shall also develop a novel ML-based system for addressing and predicting any complex 

types of disease.  
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Appendix 

Appendix A1 

Table A1.1 System accuracy (%) of 4 classifiers varying data sizes for K2 protocol. 

 

Table A1.2. System accuracy (%) of 4 classifiers varying data sizes for K5 protocol. 

  

Table A1.3. System accuracy (%) of 4 classifiers varying data sizes for K10 protocol. 
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Appendix A2 

 able        Performance evaluation parameters (%) of 10 classifiers and 6 FS method between 

O1 and O2 for K2 protocol.  
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 (Continued Table A2.1) 
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Table A2.2.  Performance evaluation parameters (%) of 10 classifiers and 6 FS method between 

O1 and O2 for K4 protocol. 
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(Continued Table A2.2) 
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Table A2.3. Performance evaluation parameters (%) of 10 classifiers and 6 FS method between 

O1 and O2 for K5 protocol. 
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(Continued Table A2.3) 
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Table A2.4.  Performance evaluation parameters (%) of 10 classifiers and 6 FS method between 

O1 and O2 for K10 protocol    
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 (Continued Table A2.4)  
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Table A2.5. Performance evaluation parameters (%) of 10 classifiers and 6 FS method between 

O1 and O2 for JK protocol. 
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(Continued Table A2.5) 

 

 

 

 

 

 

 



Appendix 

Page | 76  
 

Appendix A3 

 his Appe d   A3   demonstrates the optimization of kernels on the two machine learning 

classifiers namely      and     including three types of kernel namely   inear   oly-   and 

R F   he Appe d   A3   also demonstrates the different classifiers performance while changing 

statistical tests   en classifiers are compared in each of the tables shown below   ach table 

corresponds to different set of statistical tests. 

Table A3.1. Comparison of mean accuracy (%) for 3 kernels using 3 CV protocols. 

 

Table A3.2.  hange in mean accuracy     of    classifiers and different p-values for t-test  

 

Table A3.3.  hange in mean accuracy     of    classifiers and different p-values for    test  

 



Appendix 

Page | 77  
 

 

Table A3.4.  hange in mean accuracy     of    classifiers and different p-values for F-test  

 

Table A3.5. Performance evaluation in parameters (%) of all classifiers for t-test. 

 



Appendix 

Page | 78  
 

Table A3.6. Performance evaluation parameters (%) of all classifiers for KW test. 
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Table A3.7. Performance evaluation parameters (%) of 10 classifiers for F-test.  
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(a) K2 protocol (b) K10 protocol 

 

(c) JK Protocol 

Figure A3.1. Mean accuracy (%) of 10 classifiers varying p-values for 3 CV protocols: 

(a) K2 protocol; (b) K10 protocol; and (c) JK protocol. 

 

 


