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## Abstract

Gamma ring was first introduced by N. Nobusawa as a generalization of a classical ring. W. E. Barnes generalized the definition of a gamma ring due to Nobusawa. Presently the gamma ring due to Barnes is known as a gamma ring and gamma ring due to Nobusawa is known as gamma ring in the sense of Nobusawa and is denoted by $\Gamma_{N}$-ring. It is clear that every ring is a gamma ring and every $\Gamma_{N}$-ring is also a $\Gamma$-ring. Actually, W.E.Barnes, J.Luh and S.Kyuno studied the structures of $\Gamma$-rings and obtained various generalizations analogous to the corresponding parts in ring theory. Afterwards, a number of algebraists have determined a lot of fundamental properties of $\Gamma$-rings to classify and extend numerous significant results in classical ring theory to $\Gamma$-ring theory. This thesis, entitled "Characterizations of Prime and Semiprime Gamma Rings with Derivations and Lie Ideals", aims to characterize prime and semiprime $\Gamma$-rings with various types of left derivations, derivations, generalized derivations, higher derivations, derivations on Lie ideals and ( $U, M$ )-derivations. All the necessary introductory definitions and examples of $\Gamma$-rings are discussed in considerable details in the introduction chapter.

The notions of derivation and Jordan derivation in $\Gamma$-rings have been introduced by M. Sapanci and A. Nakajima. Afterwards, in the light of some significant results due to Jordan left derivation of a classical ring obtained by K.W.Jun and B.D.Kim, some extensive results of left derivation and Jordan left derivation of a $\Gamma$-ring were determined by Y.Ceven. In classical ring theory, Joso Vukman proved that if $d$ is a Jordan left derivation of a 2-torsion free semiprime ring $R$ and if there exists a
positive integer $n$ such that $D(x)^{n}=0$ for all $x \in R$, then $D=0$. He also proved that for a 2 -torsion free and 3 -torsion free semiprime ring $R$ admits Jordan derivation $D$ and $G: R \rightarrow R$ such that $D^{2}(x)=G(x)$ for all $x \in R$, then $D=0$. In chapter 1 , we extend this result to the $\Gamma$-ring theory in the case of Jordan left derivations. Then we construct some relevant results to prove that under a suitable condition every nonzero Jordan left derivation $d$ of a 2 -torsion free prime $\Gamma$-ring $M$ induces the commutativity of $M$, and consequently, $d$ is a left derivation of $M$.

Developing a number of important results on Jordan derivations of semiprime $\Gamma$ rings, we then prove under a suitable condition, every Jordan derivation of a $\Gamma$-ring $M$ is a derivation of $M$, if we consider $M$ as a 2-torsion free (i) semiprime, and (ii) completely semiprime $\Gamma$-ring, respectively. We examine all these statements in chapter 2 for the clear understanding of the concepts.
M. Asci and S. Ceran obtained some commutativity results of prime $\Gamma$-rings with left derivation. Some commutativity results in prime rings with Jordan higher left derivations were obtained by Kyuoo-Hong Park on Lie ideals and obtained some fruitful results relating this. We work on Jordan higher left derivation on a 2-torsion free prime $\Gamma$-ring and we show that under a suitable condition, the existence of a nonzero Jordan higher left derivation on a 2 -torsion free prime $\Gamma$-ring $M$ forces $M$ commutative. For the classical ring theories, Herstein, proved a well known result that every Jordan derivation in a 2 -torsion free prime ring is a derivation. Bresar proved this result in semiprime rings. Sapanci and Nakajima proved the same result in completely prime $\Gamma$-rings. C. Haetinger worked on higher derivations in prime rings and extended this result to Lie ideals in a prime ring. We introduce a higher derivation and a Jordan higher derivation in $\Gamma$-rings. Then we determine some immediate consequences due to Jordan higher derivation of $\Gamma$-rings to prove under a suitable condition every Jordan higher derivation of a 2-torsion free prime $\Gamma$-ring $M$ is a higher derivation of M. Y. Ceven and M. A. Ozturk worked on Jordan generalized derivations in $\Gamma$-rings and they proved that every Jordan generalized derivation on some $\Gamma$-rings is a generalized derivation. A. Nakajima defined the notion of generalized higher derivations
and investigated some elementary relations between generalized higher derivations and higher derivations in the usual sense. They also discussed Jordan generalized higher derivations and Lie derivations on rings. W. Cortes and C. Haetinger proved that every Jordan generalized higher derivations on a ring $R$ is a generalized higher derivation. M. Ferrero and C. Haetinger proved that every Jordan higher derivation of a 2-torsion free semiprime ring is a higher derivation. C. Haetinger extended the above results of prime rings in Lie ideals. By the motivations of above works, we introduce a Jordan generalized higher derivations in $\Gamma$-rings. We prove that every Jordan generalized higher derivation in a 2 -torsion free prime $\Gamma$-ring with the condition $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M$ and $\alpha, \beta \in \Gamma$, is a generalized higher derivation of $M$. Chapter 3 deals with all these important results elaborately.

The relationship between usual derivations and Lie ideals of prime rings has been extensively studied in the last 40 years. In particular, when this relationship involves the action of the derivations on Lie ideals. In 1984, R. Awtar extended a well known result proved by I. N. Herstein to Lie ideals which states that, "every Jordan derivation on a 2-torsion free prime ring is a derivation". In fact, R. Awtar proved that if $U \nsubseteq Z$ is a square closed Lie ideal of a 2-torsion free prime ring $R$ and $d: R \rightarrow R$ is an additive mapping such that $d\left(u^{2}\right)=d(u) u+u d(u)$ for all $u \in U$, then $d(u v)=d(u) v+u d(v)$ for all $u, v \in U$. M. Ashraf and N. Rehman studied on Lie ideals and Jordan left derivations of prime rings. They proved that if $d: R \rightarrow R$ is an additive mapping on a 2-torsion free prime ring $R$ satisfying $d\left(u^{2}\right)=2 u d(u)$ for all $u \in U$, where $U$ is a Lie ideal of $R$ such that $u^{2} \in U$ for all $u \in U$ then $d(u v)=d(u) v+u d(v)$ for all $u, v \in U$. A. K. Halder and A. C. Paul extended the results of Y. Ceven in Lie ideals. We generalize the Awtar's result in $\Gamma$-rings by establishing some necessary results relating to them at the beginning of the chapter 4, we then prove if $U$ is an admissible Lie ideal of a 2 -torsion free prime $\Gamma$-ring $M$ satisfying the condition $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M ; \alpha, \beta \in \Gamma$ and $d: M \rightarrow M$ is a Jordan derivation on $U$ of $M$, then $d(u \alpha v)=d(u) \alpha v+u \alpha d(v)$ for all $u, v \in U ; \alpha \in \Gamma$ and if $U$ is a commutative square closed Lie ideal of $M$, then $d(u \alpha v)=d(u) \alpha v+u \alpha d(v)$ for all
$u, v \in U$ and $\alpha \in \Gamma$. Accordingly, we then define Jordan higher derivation and higher derivation on Lie ideals of $\Gamma$-rings and construct some relevant results to prove the previous results analogously in case of Jordan higher derivation on Lie ideal of a $\Gamma$ ring. Chapter 4 is devoted to a study of these materials in order to bring out the concepts defined clearly.
M. Ashraf and N. Rehman considered the question of I. N. Herstein for a Jordan generalized derivation. They showed that in a 2 -torsion free ring $R$ which has a commutator right nonzero divisor, every Jordan generalized derivation on $R$ is a generalized derivation on $R$. In 2000, Nakajima defined a generalized higher derivation and gave some categorical properties. He also treated generalized higher Jordan and Lie derivations. Later, Cortes and Haetinger extended Ashraf's theorem to generalized higher derivations. They proved that if $R$ is 2 -torsion free ring which has a commutator right nonzero divisor, then every Jordan generalized higher derivation on $R$ is a generalized higher derivation on $R$. Following the notions of Jordan derivation and derivation on Lie ideals of a $\Gamma$-ring in the previous chapter we then introduce the concepts of a Jordan generalized derivation and generalized derivation on Lie ideals of a $\Gamma$-ring and we extend and generalized the above mentioned result by these newly introduced concepts. Accordingly, we then define Jordan generalized higher derivation and generalized higher derivation on Lie ideals of a $\Gamma$-ring and generalized the same result by these concepts. We examine all these statements in chapter 5 for the clear understanding of the concepts.
$(U, R)$-derivations in rings have been introduced by A. K. Faraj, C. Haetinger and A. H. Majeed as a generalization of Jordan derivations on a Lie ideal of a ring. We introduce $(U, M)$-derivations in $\Gamma$-rings as a generalization of Jordan derivations on a Lie ideal of a $\Gamma$-ring. We construct some useful consequences of $(U, M)$-derivation of a prime $\Gamma$-ring to prove first that, $d(u \alpha v)=d(u) \alpha v+u \alpha d(v)$ for all $u, v \in U, \alpha \in \Gamma$, where $U$ is an admissible Lie ideal of $M$ and $d$ is a $(U, M)$-derivation of $M$. We also prove that, if $u \alpha u \in U$ for all $u \in U$ and $\alpha \in \Gamma$ then $d(u \alpha m)=d(u) \alpha m+$ $u \alpha d(m)$ for all $u \in U, m \in M$ and $\alpha \in \Gamma$. After introducing $(U, M)$-derivation in
$\Gamma$-rings, we then introduce the concept of higher $(U, M)$-derivation in $\Gamma$-rings. We conclude the chapter 6 by proving the analogous results corresponding to the previous results considering higher $(U, M)$-derivations of prime $\Gamma$-rings almost similar way after developing a number of results regarding this newly introduced concept.

Following the notion of $(U, M)$-derivation and higher $(U, M)$-derivation of a $\Gamma$ ring in the previous chapter here we introduce the concept of generalized $(U, M)$ derivation and generalized higher $(U, M)$-derivation in $\Gamma$-rings. By establishing some necessary results with generalized $(U, M)$-derivation, we then prove the analogous results considering generalized $(U, M)$-derivation of prime $\Gamma$-rings corresponding to the results of $(U, M)$-derivation of the previous chapter. A. K. Faraj, C. Haetinger and A. H. Majeed extended Awtar's theorem to generalized higher $(U, R)$-derivations by proving that if $R$ is a prime ring, char. $(R) \neq 2, U$ is an admissible Lie ideal of $R$ and $F=\left(f_{i}\right)_{i \in N}$ is a generalized higher $(U, R)$-derivations of $R$, then $f_{n}(u r)=$ $\sum_{i+j=n} f_{i}(u) d_{j}(r)$ for all $u \in U, r \in R$ and $n \in N$. Chapter 7 also extends this result in the case of generalized higher $(U, M)$-derivation of prime $\Gamma$-rings. Actually, it aims to prove that if $U$ is an admissible Lie ideal of a prime $\Gamma$-ring $M$ and $F=\left(f_{i}\right)_{i \in \mathbf{N}}$ is a generalized higher $(U, M)$-derivation of $M$, then (i) $f_{n}(u \alpha v)=\sum_{i+j=n} f_{i}(u) \alpha d_{j}(v)$ for all $u, v \in U, \alpha \in \Gamma$ and $n \in \mathbf{N}$; and also, that (ii) $f_{n}(u \beta m)=\sum_{i+j=n} f_{i}(u) \beta d_{j}(m)$ for all $u \in U, m \in M, \beta \in \Gamma$ and $n \in \mathbf{N}$.
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## Introduction

As an immense generalization of the theory of rings, the concept of a $\Gamma$-ring was introduced. From its first advent the enlargement and generalization of many significant results in the theory of rings to the theory of $\Gamma$-rings have interested a wider observation as an emerging field of research to the modern algebraists to enhance the world of algebra. A number of renowned mathematicians have worked out on this attractive area of research to determine various basic properties of $\Gamma$-rings and have extended a lot of important results in this topic in the last four decades. There is a huge number of researchers all over the world who are recently occupied in trying to achieve more and more fruitful and inventive results of $\Gamma$-ring theory.

The notion of a $\Gamma$-ring has been introduced by N. Nobusawa [33] (which is presently known as a $\Gamma_{N}$-ring), as a generalization of a ring. Following W. E. Barnes [4] generalized the concept of Nobusawa's $\Gamma$-ring as a more general nature. As an immediate consequence, this generalization states that every $\Gamma_{N}$-ring is a $\Gamma$-ring, but the converse is not always true in general. They obtained many important basic properties of $\Gamma$-rings in various ways, while in a consecutive succession S. Kyuno [25, 26, 27, 28] , J. Luh [29], G. L. Booth [5] determined some more remarkable characterizations of $\Gamma$-rings. Nowadays, $\Gamma$-ring theory is a showpiece of mathematical unification, bringing
together several branches of the subject. It is the best research area for the Mathematicians and during 40 years, many classical ring theories have been generalized in $\Gamma$-rings by many authors (mentioned hereafter within the scope of this study). Some of those are discussed in considerable detail in this chapter including all the necessary introductory definitions and examples.

### 0.1 Gamma Ring

We begin with the general definition of a $\Gamma$-ring. The notion of a $\Gamma$-ring was introduced by N. Nobusawa [33] and generalized by W. E. Barnes [4] as defined below.

Definition 0.1.1. Let $M$ and $\Gamma$ be additive abelian groups. If there is a mapping $M \times \Gamma \times M \rightarrow M$ such that the conditions

- $(x+y) \alpha z=x \alpha z+y \alpha z, x(\alpha+\beta) y=x \alpha y+x \beta y, x \alpha(y+z)=x \alpha y+x \alpha z ;$
- $(x \alpha y) \beta z=x \alpha(y \beta z)$
are satisfied for all $x, y, z \in M$ and $\alpha, \beta \in \Gamma$, then $M$ is called a $\Gamma$-ring. This concept is more general than a ring.

From the definition it is clear that every ring is a $\Gamma$-ring but the converse is not necessarily true. For example, we observe that.

Example 0.1.1. Let $R$ be a ring having unity element 1 and $M=M_{2,3}(R)$ be the set of all $2 \times 3$ matrices over $R$. If we take $\Gamma=M_{3,2}(R)$, then $M$ is a $\Gamma$-ring under the operations of addition and multiplication of matrices.

In general, we get the following.
Example 0.1.2. If $R$ is a ring with unity element 1 and $M=M_{m, n}(R)$ is the set of all $m \times n$ matrices over $R$. Then $M$ is a $\Gamma$-ring under the operations of addition and multiplication of matrices if we take $\Gamma=M_{n, m}(R)$.

The following is an example of a $\Gamma$-ring.

Example 0.1.3. Let $R$ be a commutative ring with characteristic 2 having unity element 1. Let $M=M_{2,2}(R)$ and $\Gamma=\left\{\left(\begin{array}{cc}n_{1} .1 & n_{3} .1 \\ n_{2} .1 & n_{4} .1\end{array}\right): n_{i} \in(Z-2 Z) ; n_{1}=n_{4}, n_{2}=n_{3}\right\}$. Then $M$ is a $\Gamma$-ring.

The following is another example of a $\Gamma$-ring given by S. Kyuno [25].
Example 0.1.4. Let $R$ be an ordinary associative ring, $U$ be any ideal of $R$, and $I$ be the ring of integers. Then $R$ is $a \Gamma$-ring if we choose $\Gamma=R$ or, $\Gamma=U$ or, $\Gamma=I$. Also, $U$ is a $\Gamma$-ring with $\Gamma=R$.

Now we recall the initiatory definition of a $\Gamma$-ring given by N. Nobusawa [33] appeared for the first time that has been creating a new extent to enhance the theory of rings significantly.

Definition 0.1.2. Let $M$ and $\Gamma$ be additive abelian groups. If there are two mappings $M \times \Gamma \times M \rightarrow M$ and $\Gamma \times M \times \Gamma \rightarrow \Gamma$ such that

- $(x+y) \alpha z=x \alpha z+y \alpha z, x(\alpha+\beta) y=x \alpha y+x \beta y, x \alpha(y+z)=x \alpha y+x \alpha z ;$
- $(\alpha+\beta) x \gamma=\alpha x \gamma+\beta x \gamma, \alpha(x+y) \beta=\alpha x \beta+\alpha y \beta, \alpha x(\beta+\gamma)=\alpha x \beta+\alpha x \gamma ;$
- $(x \alpha y) \beta z=x(\alpha y \beta) z=x \alpha(y \beta z)$;
- $x \alpha y=0$ implies $\alpha=0$
hold for all $x, y, z \in M ; \alpha, \beta \in \Gamma$, then $M$ is called a $\Gamma$-ring in the sense of N . Nobusawa [33] and we express it by saying that $M$ is a $\Gamma_{N}$-ring.

Example 0.1.5. Let $D$ be a division ring and $M=D_{2,3}(D)$ be the set of all $2 \times 3$ matrices over $D$. If we choose $\Gamma=D_{3,2}(D)$, then $M$ is a $\Gamma_{N}$-ring under the operations of addition and multiplication of matrices.

In general, we get the following:
Example 0.1.6. If $D$ is a division ring and $M=D_{m, n}(D)$ is the set of all $m \times n$ matrices over $D$. Then $M$ is a $\Gamma$-ring under the operations of addition and multiplication of matrices if we choose $\Gamma=D_{n, m}(D)$.

The following is another example of a $\Gamma_{N}$-ring given by S. Kyuno [25].

Example 0.1.7. Let $R$ be an ordinary associative ring with unity element 1. Then $R$ is a $\Gamma_{N}$-ring if we choose $\Gamma=R$.

The following three examples of a $\Gamma_{N}$-ring are given by N. Nobusawa [33].
Example 0.1.8. Let $v_{n}(F)$ be a vector space of dimension $n$ over a field $F$. For $a, b, c$ are vectors in it, define $a b c=(a \cdot b) c$, where $(a \cdot b)$ is the inner product of a and b. For $b, c, d \in V_{n}(F)$, define $(b c d)^{\prime}=b(c \cdot d)$. Then $a b(c d e)=(a \cdot b)(c \cdot d) e=a(b c d)^{\prime} e$ i.e, $v_{n}(F)$ is a $\Gamma_{N}$-ring with $\Gamma=v_{n}(F)$.

Example 0.1.9. Let $D$ be a division ring and $M=D_{n, m}(D)$. If $a, b, c \in M$, define $a b c=a b^{t} c$, where $b^{t}$ is the transpose of the matrix $b$, and the above product is well defined. For $b, c, d \in M$, define also $(b c d)^{\prime}=d c^{t} b$. Then $a b(c d e)=a b^{t} c d^{t}=a(b c d)^{\prime} e$ i.e, $M$ is a $\Gamma_{N}$-ring with $\Gamma=D_{m, n}(D)$.

Example 0.1.10. Let $I$ be the set of all purely imaginary complex numbers. Then I is a $\Gamma_{N}$-ring with usual multiplication if we choose $\Gamma=I$.

### 0.2 Preliminaries

We recall some important definitions which are useful for us within the scope of this study as follows.

Definition 0.2.1. An additive subgroup $H$ of a $\Gamma$-ring $M$ is said to be a $\Gamma$-subring of $M$ if $H$ is itself a $\Gamma$-ring. That means, it follows that an additive subgroup $H$ of a $\Gamma$-ring $M$ is a $\Gamma$-subring of $M$ if $H \Gamma H \subseteq H$.

The following is an example of a $\Gamma$-subring.
Example 0.2.1. Let $R$ be a ring of characteristic 2 having a unity element 1. Let $M=M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{n .1}: n \in \boldsymbol{Z}\right\}$, then $M$ is a $\Gamma$-ring. Let $N=\{(x, x)$ : $x \in R\} \subseteq M$, then $N$ is also $\Gamma$-ring of $M$, in which we can say that $N$ is a $\Gamma$-subring of $M$.

Definition 0.2.2. A subset $S$ of the $\Gamma$-ring $M$ is a right ideal (or, left ideal) of $M$ if $S$ is an additive subgroup of $M$ and $S \Gamma M=\{s \alpha m: s \in S, \alpha \in \Gamma, m \in M\}$ (or, $M \Gamma S=\{m \alpha s: s \in S, \alpha \in \Gamma, m \in M\})$ is contained in $S$. If $S$ is both a left and a right ideal of $M$, then $S$ is a two sided ideal of $M$, or simply an ideal of a $\Gamma$-ring $M$.

Definition 0.2.3. Given a subset $A$ of a $\Gamma$-ring $M$, the ideal generated by $A$ is the smallest ideal of $M$ which contains $A$. In fact, it is the intersection of all ideals which contain $A$. The elements of $A$ are called its generator. In particular, if $A=$ $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ then the ideal generated by $A$ is denoted by $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. An ideal is said to be finitely generated if and only if it has a finite set of generators.

Remark 0.2 .1 . The ideal generated by a given set $A$ can often be generated by a much smaller subset of $A$.

Definition 0.2.4. Let $M$ be a $\Gamma$-ring and $m \in M$. The ideal generated by $m$ (the intersection of all ideals of $M$ containing $m$, that is, the smallest ideal of $M$ ) is called the principal ideal of $M$ and it is denoted by $(m)$. More precisely, it is the set of all finite sums of the form $\sum_{i}\left(n_{i} m+x_{i} \alpha_{i} m+m \beta_{i} y_{i}+u_{i} \gamma_{i} m \delta_{i} v_{i}\right)$, where $n_{i} \in \mathbf{Z} ; x_{i}, y_{i}, u_{i}, v_{i} \in M$ and $\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i} \in \Gamma$. That means, it follows that $(m)=$ $\mathbf{Z} m+M \Gamma m+m \Gamma M+M \Gamma m \Gamma M$.

Definition 0.2.5. If $I$ is any nonzero ideal of a $\Gamma$-ring $M$. Then an ideal $E$ of a $\Gamma$-ring $M$ is said to be an essential ideal of $M$ if $E \cap I \neq 0$.

Definition 0.2.6. Let $I$ be an ideal of a $\Gamma$-ring $M$, then the set $A n n_{l}=\{x \in M$ : $x \Gamma I=0\}$ is called the left annihilator of $I$ of $M$ and the set $A n n_{r}=\{x \in M$ : $I \Gamma x=0\}$ is said to be the right annihilator of $I$ of $M$. If left annihilator and right annihilator are identical, then the set $\operatorname{Ann}(I)=\{x \in M: x \Gamma I=I \Gamma x=0\}$ is called the annihilator $I$ of $M$.

Obviously, if $I$ is an ideal of a $\Gamma$-ring $M$, then $\operatorname{Ann}(I)$ is also an ideal of $M$.
Definition 0.2.7. Let $M$ be a $\Gamma$-ring and $x, y \in M, \alpha \in \Gamma$, then $(x \circ y)=x \alpha y+y \alpha x$ is called the Jordan product of $x$ and $y$ with respect to $\alpha$.

Definition 0.2.8. Let $M$ be a $\Gamma$-ring ; for $x, y \in M$ and $\alpha \in \Gamma$, a new product, known as Lie product defined by $[x, y]_{\alpha}=x \alpha y-y \alpha x$ and it is called the commutator of $x$ and $y$ with respect to $\alpha$.

From the definition of commutators of two elements in a $\Gamma$-ring, we make the basic commutators identities :

Lemma 0.2.1. If $M$ is a $\Gamma$-ring, then for all $x, y, z \in M$ and $\alpha, \beta \in \Gamma$ :

- $[x \alpha y, z]_{\beta}=[x, z]_{\beta} \alpha y+x[\alpha, \beta]_{z} y+x \alpha[y, z]_{\beta}$.
- $[x, y \alpha z]_{\beta}=[x, y]_{\beta} \alpha z+y[\alpha, \beta]_{x} z+y \alpha[x, z]_{\beta}$.

According to the condition $x \alpha y \beta z=x \beta y \alpha z$ for all $x, y, z \in M$ and $\alpha, \beta \in \Gamma$, the above two identities reduces to:

- $[x \alpha y, z]_{\beta}=[x, z]_{\beta} \alpha y+x \alpha[y, z]_{\beta}$.
- $[x, y \alpha z]_{\beta}=[x, y]_{\beta} \alpha z+y \alpha[x, z]_{\beta}$.

Lemma 0.2.2. If $M$ is a $\Gamma$-ring, then for all $x, y, z \in M$ and $\alpha, \beta \in \Gamma$ :

- $[x, y]_{\alpha}+[y, x]_{\alpha}=0$.
- $[x, y+z]_{\alpha}=[x, y]_{\alpha}+[x, z]_{\alpha}$
- $[x+y, z]_{\alpha}=[x, z]_{\alpha}+[y, z]_{\alpha}$
- $[x, y]_{\alpha+\beta}=[x, y]_{\alpha}+[x, y]_{\beta}$.

Remark 0.2.2. A necessary and sufficient condition for a $\Gamma$-ring $M$ to be commutative is that $[x, y]_{\alpha}=0$ for all $x, y \in M$ and $\alpha \in \Gamma$.

Definition 0.2.9. An additive subgroup $U \subset M$ is said to be a Lie ideal of $M$ if whenever $u \in U ; m \in M$ and $\alpha \in \Gamma$, then $[u, m]_{\alpha} \in U$. A Lie ideal is called a square closed Lie ideal if $u \alpha u \in U$, for all $u \in U ; \alpha \in \Gamma$. Furthermore, if the Lie ideal $U$ is square closed and $U \nsubseteq Z(M)$, where $Z(M)$ denotes the centre of $M$, then $U$ is called an admissible Lie ideal of $M$.

Example 0.2.2. Let $R$ be a commutative ring of characteristic 2 having a unity element 1. Let $M=M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{n .1}: n \in \boldsymbol{Z}, 2 \nmid n\right\}$, then $M$ is a $\Gamma$ ring. Let $N=\{(x, x): x \in R\} \subseteq M$, then for all $(x, x) \in N,(a, b) \in M$ and $\binom{n}{n} \in \Gamma$, we have

$$
\begin{aligned}
(x, x)\binom{n}{n}(a, b)-(a, b)\binom{n}{n}(x, x) & =(x n a-b n x, x n b-a n x) \\
& =(x n a-2 b n x+b n x, b n x-2 a n x+x n a) \\
& =(x n a+b n x, b n x+x n a) \in N .
\end{aligned}
$$

Therefore, $N$ is a Lie ideal of $M$.

The following is a very well-known result in group theory essential for us which is known as Brauer's trick .

Brauer's trick: If $S$ and $T$ are any two subgroups of a group $G$ such that $G=S \cup T$, then either $G=S$ or $G=T$. In other words, a group cannot be a settheoretic union of its two proper subgroups.

Definition 0.2.10. A $\Gamma$-ring $M$ is said to be a commutative $\Gamma$-ring if $x \alpha y=y \alpha x$ for all $x, y \in M$ and $\alpha \in \Gamma$.

The following is an example of a commutative $\Gamma$-ring.
Example 0.2.3. Let $R$ be a commutative ring having a unity element 1. Let $M=$ $M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{0}: n \in \boldsymbol{Z}\right\}$. Then $M$ is a commutative $\Gamma$-ring under the operations of matrix addition and matrix multiplication with char. $M=2$.

Definition 0.2.11. Let $M$ be a $\Gamma$-ring, then the set $Z_{\alpha}=\{z \in M: z \alpha m=m \alpha z$ for all $m \in M\}$ is called the $\alpha$-centre of $a \Gamma$-ring $M$, where $\alpha$ is an arbitrary but fixed element of $\Gamma$.

Definition 0.2.12. Let $M$ be a $\Gamma$-ring, then the set $Z_{\Gamma}=\{z \in M: z \alpha m=m \alpha z$ for all $m \in M$ and $\alpha \in \Gamma\}$ is called the centre of $a \Gamma$-ring $M$ and it is denoted by $Z(M)$.

It is a clear consequence that if $Z(M)=M$, then $M$ is commutative.
Remark 0.2.3. The centre $Z(M)$ of a $\Gamma$-ring $M$ is always a $\Gamma$-subring of $M$.
Definition 0.2.13. An element $m$ of a $\Gamma$-ring $M$ is called a right (or, left) nonzero divisor of $M$ if for $x \in M, x \alpha m=0$ (or, $m \alpha x=0$ ) implies $x=0$ for all $\alpha \in \Gamma$. If an element is both a left and a right nonzero divisor of $M$, then it is called a two-sided nonzero divisor of $M$, or simply a nonzero divisor of $M$.

In other words, a $\Gamma$-ring $M$ is said to have no zero divisors if $\forall x, y \in M, x \alpha y=0$ implies $x=0$, or $y=0$ for all $\alpha \in \Gamma$.

Definition 0.2.14. A $\Gamma$-ring $M$ is said to be 2-torsion free or of characteristic not equal to 2 , denoted as char. $M \neq 2$, if $2 x=0$ implies $x=0$ for all $x \in M$.

In general, we have the following.
Definition 0.2.15. A $\Gamma$-ring $M$ is said to be $n$-torsion free or of characteristic not equal to $n$ (where $n$ is a positive integer greater than 1 ), denoted as char. $M \neq n$, if $n x=0$ implies $x=0$ for all $x \in M$.

Definition 0.2.16. An element $m$ of a $\Gamma$-ring $M$ is called a nilpotent element if, for any $\alpha \in \Gamma$, there exists a positive integer $n$ (depending on $\alpha$ ) such that $(m \alpha)^{n} m=$ $(m \alpha)(m \alpha) \ldots(m \alpha) m=0$

Definition 0.2 .17 . An ideal $I$ of a $\Gamma$-ring $M$ is said to be a nilpotent ideal if there exists a positive integer $n$ such that $(I \Gamma)^{n} I=((I \Gamma)(I \Gamma) \ldots(I \Gamma) I=0$

Definition 0.2.18. An ideal $I$ of a $\Gamma$-ring $M$ is said to be a nil ideal if each element of $I$ is nilpotent.

Remark 0.2.4. Every nilpotent ideal of a $\Gamma$-ring is nil.
The concepts of a prime $\Gamma$-ring and a completely prime $\Gamma$-ring were introduced by J. Luh [29] and some analogous results corresponding to the prime rings were obtained by J. Luh [29] and S. Kyuno [27].

Definition 0.2.19. A $\Gamma$-ring $M$ is said to be a prime $\Gamma$-ring if $x \Gamma M \Gamma y=0$ (with $x, y \in M$ ) implies $x=0$ or $y=0$.

Definition 0.2.20. A $\Gamma$-ring $M$ is said to be a semiprime $\Gamma$-ring if $x \Gamma M \Gamma x=0$ (with $x \in M$ ) implies $x=0$.

Definition 0.2.21. A $\Gamma$-ring $M$ is said to be a completely prime $\Gamma$-ring if $x \Gamma y=0$ (with $x, y \in M$ ) implies $x=0$ or $y=0$.

Definition 0.2.22. A $\Gamma$-ring $M$ is said to be a completely semiprime $\Gamma$-ring if $x \Gamma x=0$ (with $x \in M$ ) implies $x=0$.

It is obvious that every completely prime $\Gamma$-ring is prime but the converse is not necessarily true. Similarly, every completely semiprime $\Gamma$-ring is semiprime but the converse is not always true in general.

From the above definitions, it follows that every prime $\Gamma$-ring is semiprime and every completely prime $\Gamma$-ring is completely semiprime.

Example 0.2.4. Let $R$ be an integral domain with 1. Let $M=M_{1,2}(R)$ and $\Gamma=$ $\left\{\binom{n .1}{0}: n \in \boldsymbol{Z}\right\}$, then $M$ is a $\Gamma$-ring. Let $N=\{(a, a): a \in R\}$, then $N$ is $a$ $\Gamma$-subring of $M$. It is easy to verify that $N$ is a completely prime $\Gamma$-ring and therefore it is also a prime $\Gamma$-ring.

## Chapter 1

## Left Derivations

We begin by explaining the introductional background behind the notions of derivation and Jordan derivation of $\Gamma$-rings. Then we recall the definitions of left derivation and right derivation of $\Gamma$-rings. We also recall the definitions of Jordan left derivation and Jordan right derivation of $\Gamma$-rings in the first section.

The second section develops some useful consequences regarding Jordan left derivations of $\Gamma$-rings which are very much needed for proving the main results of this chapter.

The result of the third section has been emanated from a theorem due to Joso Vukman which states that, if $R$ is a 2 -torsion free and 3 -torsion free semiprime ring which admits Jordan derivations $D: R \rightarrow R$ and $G: R \rightarrow R$ such that $D^{2}(x)=G(x)$ for all $x \in R$, then $D=0$. Here, we extend this result to the $\Gamma$-ring theory in the case of Jordan left derivation by showing that if $M$ is a 2 and 3 -torsion free semiprime $\Gamma$-ring ; $d: M \rightarrow M$ and $G: M \rightarrow M$ are Jordan left derivations such that $d^{2}(M)=G(M)$, then $d=0$.

Finally, we conclude this chapter by showing that under a suitable condition every nonzero Jordan left derivation $d$ of a 2 -torsion free prime $\Gamma$-ring $M$ induces the
commutativity of $M$, and accordingly, $d$ is a left derivation of $M$.

### 1.1 Introduction

The notions of derivation and Jordan derivation of a $\Gamma$-ring have been introduced by M. Sapanci and A. Nakajima [36]. Afterwards, K. W. Jun and B. D. Kim [24] obtained some significant results due to Jordan left derivation of a classical ring. Y. Ceven [10] worked on left derivations of completely prime $\Gamma$-rings and obtained some extensive results of left derivation and Jordan left derivation of a $\Gamma$-ring. M. Soyturk [37] investigated the commutativity of prime $\Gamma$-rings with the left and right derivations. He obtained some results on the commutativity of prime $\Gamma$-rings of characteristic not equal to 2 and 3 . Some commutativity results of prime $\Gamma$-rings with left derivations were obtained by Asci and Ceran [1]. A. C. Paul and A. K. Halder [35] worked on Jordan left derivations of two torsion free $\Gamma M$-Modules. They proved that if $M$ is a prime $\Gamma$-ring, then every Jordan left derivation is a left derivation.

In view of the concepts of left derivation and Jordan left derivation of classical rings developed by K. W. Jun and B. D. Kim [24], some important results due to these concepts in case of certain $\Gamma$-rings have been determined by Y.Ceven [10] after introducing the notions of left derivation and right derivation of $\Gamma$-rings as defined below.

Definition 1.1.1. In a $\Gamma$-ring $M$, an additive mapping $d: M \rightarrow M$ is said to be a left derivation if $d(a \alpha b)=a \alpha d(b)+b \alpha d(a)$ holds for all $a, b \in M ; \alpha \in \Gamma$ and $d$ is called a right derivation if $d(a \alpha b)=d(a) \alpha b+d(b) \alpha a$ holds for all $a, b \in M ; \alpha \in \Gamma$.

Definition 1.1.2. Let $M$ be a $\Gamma$-ring. An additive mapping $d: M \rightarrow M$ is said to
be a Jordan left derivation if $d(a \alpha a)=2 a \alpha d(a)$ holds for all $a \in M ; \alpha \in \Gamma$ and $d$ is called a Jordan right derivation if $d(a \alpha a)=2 d(a) \alpha a$ holds for all $a \in M ; \alpha \in \Gamma$.

In [10], Y. Ceven gave an example of a left derivation and a Jordan left derivation on a $\Gamma$-ring as follows.

Example 1.1.1. Let $R$ be an associative ring with 1 and $d: R \rightarrow R$ be a left derivation. Let $M=M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{0}: n \in \boldsymbol{Z}\right\}$, then $M$ is a $\Gamma$-ring. Define a mapping $D: M \rightarrow M$ by $D((a, b))=(d(a), d(b))$, then $D$ is a left derivation on $M$. Let $N=\{(a, a): a \in R\} \subset M$, then $N$ is a $\Gamma$-ring. Define a mapping $D: N \rightarrow M$ by $D((a, a))=(d(a), d(a))$, then $D$ is a Jordan left derivation on $N$.

Except otherwise mentioned, throughout this chapter, $M$ represents a $\Gamma$-ring satisfying the condition $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M ; \alpha, \beta \in \Gamma$ and it is referred to as the symbol (*).

### 1.2 Some Consequences of Jordan Left Derivations

We recall some useful results that have already been proved earlier. We begin with the following Lemma proved by Y.Ceven [10].

Lemma 1.2.1. Let d be a Jordan left derivation of a two torsion free $\Gamma$-ring M. For all $a, b \in M ; \alpha \in \Gamma$ :
(i) $d(a \alpha b+b \alpha a)=2 a \alpha d(b)+2 b \alpha d(a)$;

In particular, if $M$ is a 2-torsion free and satisfies the condition (*), then
(ii) $d(a \alpha b \beta a)=a \beta a \alpha d(b)+3 a \alpha b \beta d(a)-b \alpha a \beta d(a)$;
(iii) $d(a \alpha b \beta c+c \alpha b \beta a)=a \beta c \alpha d(b)+c \beta a \alpha d(b)+3 a \alpha b \beta d(c)+3 c \alpha b \beta d(a)-b \alpha c \beta d(a)-$ $b \alpha a \beta d(c)$.

Some parts of the following lemma are essentially proved in $[8,9,10,24,36]$

Lemma 1.2.2. Let $M$ be a two torsion free $\Gamma$-ring satisfying the condition (*) and $d$ be a Jordan left derivation on $M$. Then for all $a, b \in M ; \alpha, \beta \in \Gamma$ :
(i) $[a, b]_{\alpha} \beta a \alpha d(a)=a \alpha[a, b]_{\alpha} \beta d(a)$;
(ii) $[a, b]_{\alpha} \beta(d(a \alpha b)-a \alpha d(b)-b \alpha d(a))=0 ;$
(iii) $[a, b]_{\alpha} \beta d\left([a, b]_{\alpha}\right)=0$;
(iv) $d(a \alpha a \beta b)=a \beta a \alpha d(b)+(a \beta b+b \beta a) \alpha d(a)+a \alpha d\left([a, b]_{\beta}\right)$.

Proof. (i) By Lemma 1.2.1(iii), we have

$$
d(a \alpha b \beta c+c \alpha b \beta a)=a \beta c \alpha d(b)+c \beta a \alpha d(b)+3 a \alpha b \beta d(c)+3 c \alpha b \beta d(a)-b \alpha a \beta d(c)-b \alpha c \beta d(a) .
$$

Replacing $c$ by $a \alpha b$, we get

$$
\begin{aligned}
d((a \alpha b) \beta(a \alpha b)+ & (a \alpha b) \alpha b \beta a)=a \beta(a \alpha b) \alpha d(b)+(a \alpha b) \beta a \alpha d(b) \\
& +3 a \alpha b \beta d(a \alpha b)+3(a \alpha b) \alpha b \beta d(a)-b \alpha a \beta d(a \alpha b)-b \alpha(a \alpha b) \beta d(a) .
\end{aligned}
$$

This implies,

$$
\begin{aligned}
2(a \alpha b) \beta d(a \alpha b)+ & d(a \alpha(b \alpha b) \beta a)=a \beta a \alpha b \alpha d(b)+a \alpha b \beta a \alpha d(b) \\
& +3 a \alpha b \beta d(a \alpha b)+3(a \alpha b) \alpha b \beta d(a)-b \alpha a \beta d(a \alpha b)-b \alpha(a \alpha b) \beta d(a) .
\end{aligned}
$$

Using Lemma 1.2.1(ii), we obtain

$$
\begin{array}{r}
-a \alpha b \beta d(a \alpha b)+a \beta a \alpha d(b \alpha b)+3 a \alpha b \alpha b \beta d(a)-b \alpha b \alpha a \beta d(a)=a \beta a \alpha b \alpha d(b)+a \alpha b \beta a \alpha d(b) \\
+3 a \alpha b \alpha b \beta d(a)-b \alpha a \beta d(a \alpha b)-b \alpha a \alpha b \beta d(a) .
\end{array}
$$

$$
\begin{aligned}
\Rightarrow-a \alpha b \beta d(a \alpha b)+2 a \beta a \alpha b \alpha d(b)-b \alpha b \alpha a \beta d(a)= & a \beta a \alpha b \alpha d(b)+a \alpha b \beta a \alpha d(b) \\
& -b \alpha a \beta d(a \alpha b)-b \alpha a \alpha b \beta d(a) .
\end{aligned}
$$

This yields,

$$
\begin{align*}
(a \alpha b-b \alpha a) \beta d(a \alpha b) & =a \beta a \alpha b \alpha d(b)-a \alpha b \beta a \alpha d(b)-b \alpha b \alpha a \beta d(a)+b \alpha a \alpha b \beta d(a) \\
& =a \alpha a \alpha b \beta d(b)-a \alpha b \alpha a \beta d(b)-b \alpha b \alpha a \beta d(a)+b \alpha a \alpha b \beta d(a) \\
& =a \alpha(a \alpha b-b \alpha a) \beta d(b)+b \alpha(a \alpha b-b \alpha a) \beta d(a) . \tag{1.1}
\end{align*}
$$

Replacing $b$ by $a+b$ in (1.1), we get

$$
\begin{aligned}
& (a \alpha b-b \alpha a) \beta(2 a \alpha d(a)+d(a \alpha b))=a \alpha(a \alpha b-b \alpha a) \beta d(a+b)+(a+b) \alpha(a \alpha b-b \alpha a) \beta d(a) . \\
& \begin{array}{c}
\Rightarrow 2(a \alpha b-b \alpha a) \beta a \alpha d(a)+(a \alpha b-b \alpha a) \beta d(a \alpha b)=2 a \alpha(a \alpha b-b \alpha a) \beta d(a)+a \alpha(a \alpha b-b \alpha a) \beta d(b) \\
\\
+b \alpha(a \alpha b-b \alpha a) \beta d(a) .
\end{array}
\end{aligned}
$$

Using (1.1), we obtain

$$
\begin{aligned}
& 2(a \alpha b-b \alpha a) \beta a \alpha d(a)+a \alpha(a \alpha b-b \alpha a) \beta d(b)+b \alpha(a \alpha b-b \alpha a) \beta d(a) \\
& \qquad=2 a \alpha(a \alpha b-b \alpha a) \beta d(a)+a \alpha(a \alpha b-b \alpha a) \beta d(b)+b \alpha(a \alpha b-b \alpha a) \beta d(a) \\
& \quad \Rightarrow(a \alpha b-b \alpha a) \beta a \alpha d(a)=a \alpha(a \alpha b-b \alpha a) \beta d(a) .
\end{aligned}
$$

Therefore,

$$
[a, b]_{\alpha} \beta a \alpha d(a)=a \alpha[a, b]_{\alpha} \beta d(a) .
$$

(ii) Replacing $a$ by $a+b$ inLemma 1.2.2 (i)

$$
\begin{array}{r}
((a+b) \alpha b-b \alpha(a+b)) \beta(a+b) \alpha d(a+b)=(a+b) \alpha((a+b) \alpha b-b \alpha(a+b)) \beta d(a+b) . \\
\Rightarrow(a \alpha b-b \alpha a) \beta(a \alpha d(a)+b \alpha d(a)+a \alpha d(b)+b \alpha d(b))=a \alpha(a \alpha b-b \alpha a) \beta(d(a)+d(b)) \\
+b \alpha(a \alpha b-b \alpha a) \beta(d(a)+d(b)) .
\end{array}
$$

$$
\begin{aligned}
& \Rightarrow(a \alpha b-b \alpha a) \beta a \alpha d(a)+(a \alpha b-b \alpha a) \beta b \alpha d(a)+(a \alpha b-b \alpha a) \beta a \alpha d(b)+(a \alpha b-b \alpha a) \beta b \alpha d(b) \\
= & a \alpha(a \alpha b-b \alpha a) \beta d(a)+a \alpha(a \alpha b-b \alpha a) \beta d(b)+b \alpha(a \alpha b-b \alpha a) \beta d(a)+b \alpha(a \alpha b-b \alpha a) \beta d(b) .
\end{aligned}
$$

Now, using Lemma 1.2.2(i), we have

$$
\begin{aligned}
& a \alpha(a \alpha b-b \alpha a) \beta d(a)+(a \alpha b-b \alpha a) \beta b \alpha d(a)+(a \alpha b-b \alpha a) \beta a \alpha d(b)-b \alpha(b \alpha a-a \alpha b) \beta d(b) \\
= & a \alpha(a \alpha b-b \alpha a) \beta d(a)+a \alpha(a \alpha b-b \alpha a) \beta d(b)+b \alpha(a \alpha b-b \alpha a) \beta d(a)-b \alpha(b \alpha a-a \alpha b) \beta d(b) .
\end{aligned}
$$

Thus, using (1.1)

$$
(a \alpha b-b \alpha a) \beta(b \alpha d(a)+a \alpha d(b))=(a \alpha b-b \alpha a) \beta d(a \alpha b) .
$$

Therefore, we obtain

$$
(a \alpha b-b \alpha a) \beta(d(a \alpha b)-a \alpha d(b)-b \alpha d(a))=0 .
$$

This implies,

$$
[a, b]_{\alpha} \beta(d(a \alpha b)-a \alpha d(b)-b \alpha d(a))=0 .
$$

(iii) Using Lemma 1.2.1(i) in Lemma 1.2.2(ii), we get

$$
(a \alpha b-b \alpha a) \beta(-d(b \alpha a)+2 a \alpha d(b)+2 b \alpha d(a)-a \alpha d(b)-b \alpha d(a))=0 .
$$

Therefore,

$$
\begin{equation*}
(a \alpha b-b \alpha a) \beta(d(b \alpha a)-a \alpha d(b)-b \alpha d(a))=0 . \tag{1.2}
\end{equation*}
$$

Subtracting (1.2) from Lemma 1.2.2(ii), we get

$$
(a \alpha b-b \alpha a) \beta d(a \alpha b)-d(b \alpha a)=0 .
$$

Therefore,

$$
[a, b]_{\alpha} \beta d\left([a, b]_{\alpha}\right)=0 .
$$

(iv) From Lemma 1.2.1(i), we have

$$
d(a \alpha b+b \alpha a)=2 a \alpha d(b)+2 b \alpha d(a)
$$

Replacing $b \beta a$ for $b$, we get

$$
\begin{equation*}
d(a \alpha b \beta a+b \beta a \alpha a)=2 a \alpha d(b \beta a)+2 b \beta a \alpha d(a) . \tag{1.3}
\end{equation*}
$$

Again replacing $a \beta b$ for $b$ in Lemma 1.2.1(i)

$$
\begin{equation*}
d(a \alpha a \beta b+a \beta b \alpha a)=2 a \alpha d(a \beta b)+2 a \beta b \alpha d(a) . \tag{1.4}
\end{equation*}
$$

Subtracting (1.3) from (1.4) and using the condition $\left(^{*}\right)$, we get

$$
d(a \alpha a \beta b+a \alpha b \beta a-a \alpha b \beta a-b \alpha a \beta a)=2 a \alpha d(a \beta b-b \beta a)+2(a \beta b-b \beta a) \alpha d(a) .
$$

Therefore,

$$
\begin{equation*}
d(a \alpha a \beta b-b \alpha a \beta a)=2 a \alpha d(a \beta b-b \beta a)+2(a \beta b-b \beta a) \alpha d(a) . \tag{1.5}
\end{equation*}
$$

Now, replacing $a \beta a$ for $a$ in Lemma 1.2.1(i) and using the condition (*)

$$
\begin{align*}
& d(a \beta a \alpha b+b \alpha a \beta a)=2 a \beta a \alpha d(b)+2 b \alpha d(a \beta a)=2 a \beta a \alpha d(b)+4 b \alpha a \beta d(a) \\
& \quad \Rightarrow d(a \alpha a \beta b+b \alpha a \beta a)=2 a \beta a \alpha d(b)+4 b \beta a \alpha d(a) . \tag{1.6}
\end{align*}
$$

Adding (1.5) and (1.6), we get

$$
d(2 a \alpha a \beta b)=2 a \beta a \alpha d(b)+2 a \alpha d(a \beta b-b \beta a)+2(a \beta b+b \beta a) \alpha d(a) .
$$

Since $M$ is 2-torsion free, we have

$$
d(a \alpha a \beta b)=a \beta a \alpha d(b)+(a \beta b+b \beta a) \alpha d(a)+a \alpha d\left([a, b]_{\beta}\right) .
$$

Lemma 1.2.3. Let $M$ be a 2-torsion free and 3-torsion free $\Gamma$-ring, and $d: M \rightarrow M$ be a Jordan left derivation. If $d\left(\left[[d(x), x]_{\alpha}, x\right]_{\alpha}\right)=0$ holds for all $x \in M ; \alpha \in \Gamma$, then $[d(x), x]_{\alpha} \alpha d(x)=0$ is fulfilled for all $x \in M ; \alpha \in \Gamma$.

Proof. Since $d\left(\left[[d(x), x]_{\alpha}, x\right]_{\alpha}\right)=0$. Thus

$$
\begin{aligned}
0 & =d\left(\left[[d(x), x]_{\alpha}, x\right]_{\alpha}\right) \\
& =d\left([(d(x) \alpha x-x \alpha d(x)), x]_{\alpha}\right) \\
& =d(d(x) \alpha x \alpha x-x \alpha d(x) \alpha x-x \alpha d(x) \alpha x+x \alpha x \alpha d(x)) \\
& =d(d(x) \alpha x \alpha x+x \alpha x \alpha d(x))-2 d(x \alpha d(x) \alpha x) .
\end{aligned}
$$

Now, using Lemma 1.2.1(i) and Lemma 1.2.1(ii), we get

$$
\begin{gathered}
2(x \alpha x) \alpha d(d(x))+2 d(x) \alpha d(x \alpha x)-2 x \alpha x \alpha d(d(x))-6 x \alpha d(x) \alpha d(x)+2 d(x) \alpha x \alpha d(x)=0 . \\
\Rightarrow 2 x \alpha x \alpha d^{2}(x)+4 d(x) \alpha x \alpha d(x)-2 x \alpha x \alpha d^{2}(x)-6 x \alpha d(x) \alpha d(x)+2 d(x) \alpha x \alpha d(x)=0 . \\
\Rightarrow 6(d(x) \alpha x-x \alpha d(x)) \alpha d(x)=0 .
\end{gathered}
$$

Thus, we have

$$
6[d(x), x]_{\alpha} \alpha d(x)=0 .
$$

Since $M$ is 2 and 3 -torsion free. Hence, we conclude that $[d(x), x]_{\alpha} \alpha d(x)=0$ for all $x \in M, \alpha \in \Gamma$.

### 1.3 Jordan Left Derivations on Semiprime Г-Rings

In classical ring theory, Joso Vukman [38] proved that if $d$ is a Jordan left derivation of a 2 -torsion free semiprime ring $R$ and if there exists a positive integer $n$ such that $D(x)^{n}=0$ for all $x \in R$, then $D=0$. He also proved that for a 2 -torsion free and

3-torsion free semiprime ring $R$ admits Jordan derivations $D: R \rightarrow R$ and $G: R \rightarrow R$ such that $D^{2}(x)=G(x)$ for all $x \in R$, then $D=0$.

Here, we extend the above mentioned result to the $\Gamma$-ring theory in the case of Jordan left derivation.

Theorem 1.3.1. Let $M$ be a 2-torsion free and 3-torsion free semiprime $\Gamma$-ring. If $d: M \rightarrow M$ and $G: M \rightarrow M$ are Jordan left derivations such that $d^{2}(M)=G(M)$, then $d=0$.

Proof. Let $x \in M$, then $x \alpha x \in M$. Putting $x \alpha x$ for $x$ in $d^{2}(x)=G(x)$.

$$
\begin{align*}
& d(d(x \alpha x))=G(x \alpha x) . \\
& \Rightarrow d(2 x \alpha d(x))=2 x \alpha G(x) \text {. } \\
& \Rightarrow d(x \alpha d(x))=x \alpha G(x) . \tag{1.7}
\end{align*}
$$

Now, we prove that, for all $x \in M$ and $\alpha \in \Gamma$.

$$
\begin{equation*}
d(d(x) \alpha x)=2 d(x) \alpha d(x)+x \alpha G(x) \tag{1.8}
\end{equation*}
$$

Using Lemma 1.2.1(i), we have

$$
d(d(x) \alpha x+x \alpha d(x))=2 d(x) \alpha d(x)+2 x \alpha d^{2}(x) .
$$

Using (1.7), we obtain

$$
\begin{aligned}
d(d(x) \alpha x) & =2 d(x) \alpha d(x)+2 x \alpha d^{2}(x)-d(x \alpha d(x)) \\
& =2 d(x) \alpha d(x)+2 x \alpha G(x)-x \alpha G(x) \\
& =2 d(x) \alpha d(x)+x \alpha G(x) \\
& =2 d(x) \alpha d(x)+d(x \alpha d(x)) .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& d(d(x) \alpha x-x \alpha d(x))=2 d(x) \alpha d(x)  \tag{1.9}\\
& \quad \Rightarrow d[d(x), x]_{\alpha}=2 d(x) \alpha d(x)
\end{align*}
$$

Linearize (1.9) and using (1.9), we get

$$
\begin{aligned}
& d\left([d(x+y), x+y]_{\alpha}\right)=2 d(x+y) \alpha d(x+y) . \\
& \Rightarrow d\left([d(x)+d(y), x+y]_{\alpha}\right)=2(d(x)+d(y)) \alpha(d(x)+d(y)) . \\
& \Rightarrow d\left([d(x), x]_{\alpha}+[d(y), x]_{\alpha}+[d(x), y]_{\alpha}+[d(y), y]_{\alpha}\right) \\
& =2(d(x) \alpha d(x)+d(x) \alpha d(y)+d(y) \alpha d(x)+d(y) \alpha d(y)) . \\
& \Rightarrow d\left([d(y), x]_{\alpha}+[d(x), y]_{\alpha}\right)=2 d(x) \alpha d(y)+2 d(y) \alpha d(x) .
\end{aligned}
$$

Putting $y=x \alpha x$ in the above relation then using Lemma 1.2.1 and (1.9), we obtain

$$
\begin{aligned}
0 & =d\left([d(x), x \alpha x]_{\alpha}+[d(x \alpha x), x]_{\alpha}\right)-2 d(x) \alpha d(x \alpha x)-2 d(x \alpha x) \alpha d(x) \\
& =d\left([d(x), x]_{\alpha} \alpha x+x \alpha[d(x), x]_{\alpha}\right)+2 d\left(x \alpha[d(x), x]_{\alpha}\right)-4 d(x) \alpha x \alpha d(x)-4 x \alpha d(x) \alpha d(x) \\
& \left.=2[d(x), x]_{\alpha} \alpha d(x)+2 x \alpha d([d(x), x)]_{\alpha}\right)+2 d\left(x \alpha[d(x), x]_{\alpha}\right)-4 d(x) \alpha x \alpha d(x)-4 x \alpha d(x) \alpha d(x) \\
& =2 d(x) \alpha x \alpha d(x)-2 x \alpha d(x) \alpha d(x)+4 x \alpha d(x) \alpha d(x)+2 d\left(x \alpha[d(x), x]_{\alpha}\right)-4 d(x) \alpha x \alpha d(x) \\
& -4 x \alpha d(x) \alpha d(x) \\
& =-2 d(x) \alpha x \alpha d(x)-2 x \alpha d(x) \alpha d(x)+2 d\left(x \alpha[d(x), x]_{\alpha}\right) .
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
d\left(x \alpha[d(x), x]_{\alpha}\right)=d(x) \alpha x \alpha d(x)+x \alpha d(x) \alpha d(x), \forall x \in M, \alpha \in \Gamma . \tag{1.10}
\end{equation*}
$$

We prove the identity

$$
\begin{equation*}
d\left([d(x), x]_{\alpha} \alpha x\right)=d(x) \alpha x \alpha d(x)+x \alpha d(x) \alpha d(x), \forall x \in M, \alpha \in \Gamma . \tag{1.11}
\end{equation*}
$$

Using Lemma 1.2.1(i) and (1.9), we have

$$
\begin{aligned}
d\left([d(x), x]_{\alpha} \alpha x+x \alpha[d(x), x]_{\alpha}\right) & =2[d(x), x]_{\alpha} \alpha d(x)+2 x \alpha d\left([d(x), x]_{\alpha}\right) \\
& =2[d(x), x]_{\alpha} \alpha d(x)+4 x \alpha d(x) \alpha d(x)
\end{aligned}
$$

Now, applying (1.10), we obtain

$$
\begin{aligned}
d\left([d(x), x]_{\alpha} \alpha x\right) & =2[d(x), x]_{\alpha} \alpha d(x)+4 x \alpha d(x) \alpha d(x)-d\left(x \alpha[d(x), x]_{\alpha}\right) \\
& =2 d(x) \alpha x \alpha d(x)-2 x \alpha d(x) \alpha d(x)+4 x \alpha d(x) \alpha d(x) \\
& -d(x) \alpha x \alpha d(x)-x \alpha d(x) \alpha d(x) \\
& =d(x) \alpha x \alpha d(x)+x \alpha d(x) \alpha d(x), \forall x \in M ; \alpha \in \Gamma .
\end{aligned}
$$

Which completes the proof of (1.11). Using (1.10) and (1.11), we obtain

$$
\begin{equation*}
d\left(\left[[d(x), x]_{\alpha}, x\right]_{\alpha}\right)=d\left([d(x), x]_{\alpha} \alpha x-x \alpha[d(x), x]_{\alpha}\right)=0 . \tag{1.12}
\end{equation*}
$$

By Lemma 1.2.3, it follows

$$
\begin{equation*}
[d(x), x]_{\alpha} \alpha d(x)=0, \forall x \in M ; \alpha \in \Gamma \tag{1.13}
\end{equation*}
$$

Using (1.13) and Lemma 1.2.1(i), we obtain

$$
\begin{aligned}
d\left(d(x) \alpha[d(x), x]_{\alpha}\right) & =d\left(d(x) \alpha[d(x), x]_{\alpha}+[d(x), x]_{\alpha} \alpha d(x)\right) \\
& =2 d(x) \alpha d\left([d(x), x]_{\alpha}\right)+2[d(x), x]_{\alpha} \alpha d(d((x)) .
\end{aligned}
$$

Using (1.9) and $d^{2}(x)=G(x)$, we have

$$
\begin{equation*}
d\left(d(x) \alpha[d(x), x]_{\alpha}\right)=4 d(x) \alpha d(x) \alpha d(x)+2[d(x), x]_{\alpha} \alpha G(x), \forall x \in M ; \alpha \in \Gamma . \tag{1.14}
\end{equation*}
$$

Now, we prove the relation

$$
\begin{equation*}
d\left(d(x) \alpha[d(x), x]_{\alpha}\right)=-6[d(x), x]_{\alpha} \alpha G(x), \forall x \in M ; \alpha \in \Gamma . \tag{1.15}
\end{equation*}
$$

Using (1.13) and Lemma 1.2.1(ii), we obtain

$$
\begin{aligned}
0 & =d\left[(d(x), x]_{\alpha} \alpha d(x)\right) \\
& =d(d(x) \alpha x \alpha d(x))-d(x \alpha d(x) \alpha d(x)) \\
& =d(x) \alpha d(x) \alpha d(x)+3 d(x) \alpha x \alpha d(d(x))-x \alpha d(x) \alpha d(d(x))-d(x \alpha d(x) \alpha d(x)) .
\end{aligned}
$$

Thus, we have
$d(x \alpha d(x) \alpha d(x))=d(x) \alpha d(x) \alpha d(x)+3 d(x) \alpha x \alpha G(x)-x \alpha d(x) \alpha G(x), \forall x \in M, \alpha \in \Gamma$.
Using Lemma 1.2.1(i) and $d^{2}(x)=G(x)$, we have

$$
\begin{align*}
& d((d(x) \alpha d(x)) \alpha x+x \alpha(d(x) \alpha d(x)))=2 d(x) \alpha d(x) \alpha d(x)+2 x \alpha d(d(x) \alpha d(x)) \\
& \quad=2 d(x) \alpha d(x) \alpha d(x)+2 x \alpha 2 d(x) \alpha d(d(x))=2 d(x) \alpha d(x) \alpha d(x)+4 x \alpha d(x) \alpha G(x) \tag{1.16}
\end{align*}
$$

From the above relation and (1.16), it follows

$$
\begin{gather*}
d(d(x) \alpha d(x) \alpha x)=2 d(x) \alpha d(x) \alpha d(x)+4 x \alpha d(x) \alpha G(x)-d(x \alpha d(x) \alpha d(x)) \\
=2 d(x) \alpha d(x) \alpha d(x)+4 x \alpha d(x) \alpha G(x)-d(x) \alpha d(x) \alpha d(x)+3 d(x) \alpha x \alpha G(x)-x \alpha d(x) \alpha G(x) \\
=d(x) \alpha d(x) \alpha d(x)+5 x \alpha d(x) \alpha G(x)-3 d(x) \alpha x \alpha G(x) . \tag{1.17}
\end{gather*}
$$

By the operation (1.17)-(1.16), we obtain

$$
\begin{aligned}
& d(d(x) \alpha d(x) \alpha x)-d(x \alpha d(x) \alpha d(x))=6 x \alpha d(x) \alpha G(x)-6 d(x) \alpha x \alpha G(x) . \\
& \Rightarrow d\left([d(x) \alpha d(x), x]_{\alpha}\right)=6[x, d(x)]_{\alpha} \alpha G(x) .
\end{aligned}
$$

Thus, we have according to (1.13)

$$
\begin{aligned}
6[x, d(x)]_{\alpha} \alpha G(x) & =d\left([d(x) \alpha d(x), x]_{\alpha}\right) \\
& =d\left([d(x), x]_{\alpha} \alpha d(x)+d(x) \alpha[d(x), x]_{\alpha}\right) \\
& =d\left(d(x) \alpha[d(x), x]_{\alpha}\right) .
\end{aligned}
$$

This implies,

$$
d\left(d(x) \alpha[d(x), x]_{\alpha}\right)=-6[d(x), x]_{\alpha} \alpha G(x), \forall x \in M, \alpha \in \Gamma .
$$

Which completes the proof of (1.15). By (1.15), (1.14) becomes

$$
\begin{align*}
d(x) \alpha d(x) \alpha d(x)+2[d(x), x]_{\alpha} \alpha G(x) & =-6[d(x), x]_{\alpha} \alpha G(x) . \\
& \Rightarrow d(x) \alpha d(x) \alpha d(x)+2[d(x), x]_{\alpha} \alpha G(x)=0 . \tag{1.18}
\end{align*}
$$

Now, starting from (1.13) and using Lemma 1.2.1(ii) and (1.9), we obtain

$$
\begin{aligned}
0 & =d\left(d(x) \alpha[d(x), x]_{\alpha} \alpha d(x)\right) \\
& =d(x) \alpha d(x) \alpha d\left([d(x), x]_{\alpha}\right)+3 d(x) \alpha[d(x), x]_{\alpha} \alpha d^{2}(x)-[d(x), x]_{\alpha} \alpha d(x) \alpha d^{2}(x) \\
& =2 d(x) \alpha d(x) \alpha d(x) \alpha d(x)+3 d(x) \alpha[d(x), x]_{\alpha} \alpha G(x)-[d(x), x]_{\alpha} \alpha d(x) \alpha G(x) .
\end{aligned}
$$

Using (1.13), we have

$$
\begin{gather*}
2 d(x) \alpha d(x) \alpha d(x) \alpha d(x)+3 d(x) \alpha[d(x), x]_{\alpha} \alpha G(x)=0 . \\
\quad \Rightarrow 4 d(x) \alpha d(x) \alpha d(x) \alpha d(x)+6 d(x) \alpha[d(x), x]_{\alpha} \alpha G(x)=0 . \\
\Rightarrow d(x) \alpha d(x) \alpha d(x) \alpha d(x)+3 d(x) \alpha d(x) \alpha d(x) \alpha d(x)+6 d(x) \alpha[d(x), x]_{\alpha} \alpha G(x)=0 . \\
\Rightarrow d(x) \alpha d(x) \alpha d(x) \alpha d(x)+3 d(x) \alpha\left(d(x) \alpha d(x) \alpha d(x)+2[d(x), x]_{\alpha} \alpha G(x)\right)=0 . \tag{1.19}
\end{gather*}
$$

Therefore, using (1.18), we get $(d(x) \alpha)^{3} d(x)=0$. This implies, $d(x)$ is a nilpotent element of $M$. Since semiprime $\Gamma$-ring does not contain any non-zero nilpotent element, consequently $d(x)=0$ for all $x \in M$ and $\alpha \in \Gamma$.

### 1.4 Commutativity in Prime $\Gamma$-Rings with Jordan Left Derivations

In this section, we obtain the commutativity result of a 2 -torsion free prime $\Gamma$-rings with Jordan left derivations under the condition $\left(^{*}\right), a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M$ and $\alpha, \beta \in \Gamma$, and consequently, we prove that every Jordan left derivation is a left derivation.

Theorem 1.4.1. Let $M$ be a 2-torsion free prime $\Gamma$-ring satisfying the assumption (*). If there exists a nonzero Jordan left derivation $d: M \rightarrow M$, then $M$ is commutative.

Proof. Let us assume that $M$ is non commutative. Lemma 1.2.2(i) can be written as

$$
(x \alpha(x \alpha y-y \alpha x)-(x \alpha y-y \alpha x) \alpha x) \beta d(x)=0, \forall x, y \in M, \alpha, \beta \in \Gamma .
$$

This gives,

$$
(x \alpha x \alpha y-2 x \alpha y \alpha x+y \alpha x \alpha x) \beta d(x)=0 .
$$

Replacing $[a, b]_{\gamma}$ for $x$, we have
$[a, b]_{\gamma} \alpha[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right)-2[a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma} \beta d\left([a, b]_{\gamma}\right)+y \alpha[a, b]_{\gamma} \alpha[a, b]_{\gamma} \beta d\left([a, b]_{\gamma}\right)=0$.

By Lemma 1.2.2(iii), we get

$$
[a, b]_{\gamma} \alpha[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right)=0 .
$$

By the primeness of $M$, we have $[a, b]_{\gamma} \alpha[a, b]_{\gamma}=0$ or $d\left([a, b]_{\gamma}\right)=0$. Suppose that,

$$
\begin{equation*}
[a, b]_{\gamma} \alpha[a, b]_{\gamma}=0, \forall \alpha \in \Gamma . \tag{1.20}
\end{equation*}
$$

By Lemmas 1.2.1(i), 1.2.1(ii), 1.2.2(iii) with the use of (1.20), we get

$$
\begin{aligned}
W & =d\left([a, b]_{\gamma} \beta x \beta[a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma}+[a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma} \beta[a, b]_{\gamma} \beta x\right) \\
& =2[a, b]_{\gamma} \beta x \beta d\left([a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma}\right)+2[a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma} \beta d\left([a, b]_{\gamma} \beta x\right) \\
& =2[a, b]_{\gamma} \beta x \beta[a, b]_{\gamma} \alpha[a, b]_{\gamma} \alpha d(y)+6[a, b]_{\gamma} \beta x \beta[a, b]_{\gamma} \alpha y \alpha d\left([a, b]_{\gamma}\right) \\
& -2[a, b]_{\gamma} \beta x \beta y \alpha[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma}\right)+2[a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma} \beta d\left([a, b]_{\gamma} \beta x\right) \\
& =6[a, b]_{\gamma} \beta x \beta[a, b]_{\gamma} \alpha y \alpha d\left([a, b]_{\gamma}\right)-2[a, b]_{\gamma} \beta x \beta y \alpha[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma}\right) \\
& +2[a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma} \beta d\left([a, b]_{\gamma} \beta x\right) \\
& =6[a, b]_{\gamma} \beta x \beta[a, b]_{\gamma} \alpha y \alpha d\left([a, b]_{\gamma}\right)+2[a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma} \beta d\left([a, b]_{\gamma} \beta x\right) .
\end{aligned}
$$

On the other hand, by Lemma 1.2.1(ii) with the use of (1.20)

$$
\begin{aligned}
W & \left.=d\left([a, b]_{\gamma} \beta\left(x \beta[a, b]_{\gamma} \alpha y\right) \alpha[a, b]_{\gamma}\right)+d\left([a, b]_{\gamma} \alpha y \alpha[a, b]_{\gamma} \beta[a, b]_{\gamma} \beta x\right)\right) \\
& =d\left([a, b]_{\gamma} \beta\left(x \beta[a, b]_{\gamma} \alpha y\right) \alpha[a, b]_{\gamma}\right) \\
& =[a, b]_{\gamma} \alpha[a, b]_{\gamma} \beta d\left(x \beta[a, b]_{\gamma} \alpha y\right)+3[a, b]_{\gamma} \beta x \beta[a, b]_{\gamma} \alpha y \alpha d\left([a, b]_{\gamma}\right) \\
& -x \beta[a, b]_{\gamma} \alpha y \beta[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma}\right) \\
& =3[a, b]_{\gamma} \beta x \beta[a, b]_{\gamma} \alpha y \alpha d\left([a, b]_{\gamma}\right) .
\end{aligned}
$$

Comparing these two expressions for $W$ with the use of the condition $\left(^{*}\right)$, we obtain

$$
\begin{equation*}
3[a, b]_{\gamma} \beta x \alpha[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right)+[a, b]_{\gamma} \alpha y \beta 2[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma} \beta x\right)=0 . \tag{1.21}
\end{equation*}
$$

Also, using Lemma 1.2.1(i) and Lemma 1.2.2(iii), we obtain

$$
\begin{aligned}
V & =d\left([a, b]_{\gamma} \alpha x \beta[a, b]_{\gamma}+x \alpha[a, b]_{\gamma} \beta[a, b]_{\gamma}\right) \\
& =2[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}\right)+2 x \beta[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma}\right) \\
& =2[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}\right) .
\end{aligned}
$$

On the other hand, by Lemma 1.2.1(ii) with the use of (1.20)

$$
\begin{aligned}
V & =d\left([a, b]_{\gamma} \alpha x \beta[a, b]_{\gamma}+x \alpha[a, b]_{\gamma} \beta[a, b]_{\gamma}\right) \\
& =d\left([a, b]_{\gamma} \alpha x \beta[a, b]_{\gamma}\right) \\
& =[a, b]_{\gamma} \beta[a, b]_{\gamma} \alpha d(x)+3[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right)-x \alpha[a, b]_{\gamma} \beta d\left([a, b]_{\gamma}\right) \\
& =3[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right) .
\end{aligned}
$$

Comparing these two expressions for $V$, we obtain

$$
\begin{equation*}
3[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right)=2[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}\right) . \tag{1.22}
\end{equation*}
$$

Using (1.20), we have

$$
\begin{aligned}
{[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}+[a, b]_{\gamma} \beta x\right) } & =[a, b]_{\gamma} \alpha\left(2 x \beta d\left([a, b]_{\gamma}\right)+2[a, b]_{\gamma} \beta d(x)\right) \\
& =2[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right)+2[a, b]_{\gamma} \alpha[a, b]_{\gamma} \beta d(x) \\
& =2[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right) .
\end{aligned}
$$

Now, using (1.22), we get

$$
\begin{aligned}
& 3[a, b]_{\gamma} \alpha\left(d\left(x \beta[a, b]_{\gamma}\right)+d\left([a, b]_{\gamma} \beta x\right)\right)=6[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right) \\
& \quad=2.3[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right)=2.2[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}\right)=4[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}\right) \\
& \quad \Rightarrow 3[a, b]_{\gamma} \alpha\left(d\left(x \beta[a, b]_{\gamma}\right)+3[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma} \beta x\right)=4[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}\right)\right.
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}\right)=3[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma} \beta x\right) \tag{1.23}
\end{equation*}
$$

Using (1.23), we have

$$
\begin{align*}
{[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}+[a, b]_{\gamma} \beta x\right) } & =3[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma} \beta x\right)+[a, b]_{\gamma} \alpha\left(d\left([a, b]_{\gamma} \beta x\right)\right.  \tag{1.24}\\
& =4[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma} \beta x\right)
\end{align*}
$$

We, also obtain that

$$
\begin{align*}
{[a, b]_{\gamma} \alpha d\left(x \beta[a, b]_{\gamma}+[a, b]_{\gamma} \beta x\right) } & =[a, b]_{\gamma} \alpha 2 x \beta d\left([a, b]_{\gamma}\right)+[a, b]_{\gamma} \alpha 2[a, b]_{\gamma} \beta d(x)  \tag{1.25}\\
& =2[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right)
\end{align*}
$$

From (1.24) and (1.25), we obtain

$$
4[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma} \beta x\right)=2[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right)
$$

Since $M$ is 2 - torsion free, we have

$$
\begin{equation*}
2[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma} \beta x\right)=[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right) \tag{1.26}
\end{equation*}
$$

From (1.21) and (1.26), we get

$$
\begin{equation*}
3[a, b]_{\gamma} \beta x \alpha[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right)+[a, b]_{\gamma} \alpha y \beta[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right)=0 \tag{1.27}
\end{equation*}
$$

Replacing $y \alpha[a, b]_{\gamma} \beta y$ for $x$ in (1.26)

$$
\begin{aligned}
& 2[a, b]_{\gamma} \alpha d\left([a, b]_{\gamma} \beta y \alpha[a, b]_{\gamma} \beta y\right)=[a, b]_{\gamma} \alpha y \beta[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right) \\
& \qquad 2[a, b]_{\gamma} \alpha 2[a, b]_{\gamma} \beta y \alpha d\left([a, b]_{\gamma} \beta y\right)=[a, b]_{\gamma} \alpha y \beta[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right) \\
& \quad \Rightarrow 4[a, b]_{\gamma} \alpha[a, b]_{\gamma} \beta y \alpha d\left([a, b]_{\gamma} \beta y\right)=[a, b]_{\gamma} \alpha y \beta[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right)
\end{aligned}
$$

Using (1.20), we get

$$
\begin{equation*}
[a, b]_{\gamma} \alpha y \beta[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right)=0 \tag{1.28}
\end{equation*}
$$

Now, replacing $y$ by $x+y$ in (1.28)

$$
[a, b]_{\gamma} \alpha(x+y) \beta[a, b]_{\gamma} \alpha(x+y) \beta d\left([a, b]_{\gamma}\right)=0
$$

Using (1.28), we obtain

$$
\begin{equation*}
[a, b]_{\gamma} \alpha x \beta[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right)+[a, b]_{\gamma} \alpha y \beta[a, b]_{\gamma} \alpha x \beta d\left([a, b]_{\gamma}\right)=0 \tag{1.29}
\end{equation*}
$$

Subtracting (1.29) from (1.27) and since $M$ is 2-torsion free, we obtain

$$
[a, b]_{\gamma} \alpha x \beta[a, b]_{\gamma} \alpha y \beta d\left([a, b]_{\gamma}\right)=0, \forall y \in M
$$

Since $M$ is prime and non commutative, so we have

$$
\begin{align*}
& d\left([a, b]_{\gamma}\right)=0 .  \tag{1.30}\\
& \Rightarrow d(a \gamma b)=d(b \gamma a), \forall a, b \in M ; \gamma \in \Gamma .
\end{align*}
$$

Using (1.30), we get

$$
\begin{aligned}
d((b \alpha a) \beta a+a \beta(b \alpha a)) & =d((b \alpha a) \beta a)+d(a \beta(b \alpha a)) \\
& =d((b \alpha a) \beta a)+d((b \alpha a) \beta a) \\
& =2 d((b \alpha a) \beta a) .
\end{aligned}
$$

Using Lemma 1.2.1(ii), we obtain

$$
\begin{align*}
& 2 d((b \alpha a) \beta a)=d((b \alpha a) \beta a+a \beta(b \alpha a))=d((b \alpha a) \beta a)+d(a \beta(b \alpha a)) \\
& \qquad \begin{aligned}
& \Rightarrow 2 d((b \alpha a) \beta a)-d((b \alpha a) \beta a=d(a \beta b \alpha a) \\
& \quad \Rightarrow d(b \alpha a \beta a)=a \alpha a \beta d(b)+3 a \beta b \alpha d(a)-b \beta a \alpha d(a) .
\end{aligned} \\
& \qquad \tag{1.31}
\end{align*}
$$

On the other hand, using Lemma 1.2.1(i), we get

$$
\begin{equation*}
d(a \alpha(b \beta a)+(b \beta a) \alpha a)=2 a \alpha d(b \beta a)+2(b \beta a) \alpha d(a) . \tag{1.32}
\end{equation*}
$$

Also, we have

$$
\begin{equation*}
d(a \alpha(a \beta b)+(a \beta b) \alpha a)=2 a \alpha d(a \beta b)+2(a \beta b) \alpha d(a) . \tag{1.33}
\end{equation*}
$$

By the operation (1.33) -(1.32) and using the condition (*), we obtain

$$
\begin{equation*}
d(a \alpha a \beta b-b \beta a \alpha a)=2 a \alpha d\left([a, b]_{\beta}\right)+2[a, b]_{\beta} \alpha d(a), \forall a, b \in M ; \alpha, \beta \in \Gamma \tag{1.34}
\end{equation*}
$$

Now, putting $a \beta a$ for $a$ in Lemma 1.2.1(i), we have

$$
d(a \beta a \alpha b+b \alpha a \beta a)=2 a \beta a \alpha d(b)+2 b \alpha d(a \beta a)=2(a \beta a \alpha d(b)+b \alpha 2 a \beta d(a)) .
$$

Using the condition $\left(^{*}\right)$, above equation reduces to

$$
\begin{equation*}
d(a \alpha a \beta b+b \beta a \alpha a)=2(a \beta a \alpha d(b)+2 b \alpha a \beta d(a)) . \tag{1.35}
\end{equation*}
$$

Subtracting (1.34) from (1.35) and using the condition (*), we get

$$
\left.d(2 b \alpha a \beta a)=2 a \beta a \alpha d(b)+4 b \alpha a \beta d(a)-2 a \alpha d\left([a, b]_{\beta}\right)-2[a, b]_{\beta} \alpha d(a)\right) .
$$

Therefore,

$$
\begin{align*}
d(b \alpha a \beta a)= & a \beta a \alpha d(b)+2 b \alpha a \beta d(a)-\operatorname{a\alpha d}\left([a, b]_{\beta}\right)-a \beta b \alpha d(a)+b \beta a \alpha d(a) \\
= & a \beta a \alpha d(b)+3 b \alpha a \beta d(a)-\operatorname{a\alpha d}\left([a, b]_{\beta}\right)-a \beta b \alpha d(a) . \\
& \Rightarrow d(b \alpha a \beta a)=a \alpha a \beta d(b)+3 b \beta a \alpha d(a)-a \beta b \alpha d(a) . \tag{1.36}
\end{align*}
$$

From (1.36) and (1.31), we obtain

$$
\begin{gathered}
a \alpha a \beta d(b)+3 a \beta b \alpha d(a)-b \beta a \alpha d(a)=a \alpha a \beta d(b)+3 b \beta a \alpha d(a)-a \beta b \alpha d(a) . \\
\Rightarrow-3(b \beta a-a \beta b) \alpha d(a)-(b \beta a-a \beta b) \alpha d(a)=0 \\
\Rightarrow-3[b, a]_{\beta} \alpha d(a)-[b, a]_{\beta} \alpha d(a)=0 \\
\Rightarrow 4[b, a]_{\beta} \alpha d(a)=0 .
\end{gathered}
$$

Since $M$ is 2-torsion free, hence

$$
\begin{equation*}
[b, a]_{\beta} \alpha d(a)=0 \tag{1.37}
\end{equation*}
$$

Now, putting $b \gamma x$ for $b$ in (1.37), we get

$$
[b \gamma x, a]_{\beta} \alpha d(a)=0
$$

$$
\Rightarrow\left([b, a]_{\beta} \gamma x+a[\gamma, \beta]_{a} x+b \gamma[x, a] \beta\right) \alpha d(a)=0 .
$$

Since $a[\gamma, \beta]_{a} x=a(\gamma a \beta-\beta a \gamma) x=a \gamma a \beta x-a \beta a \gamma x=0$, using the condition $\left(^{*}\right)$. Therefore, we get

$$
\begin{aligned}
& \left([b, a]_{\beta} \gamma x+b \gamma[x, a] \beta\right) \alpha d(a)=0 . \\
& \Rightarrow[b, a]_{\beta} \gamma x \alpha d(a)+b \gamma[x, a] \beta \alpha d(a)=0 . \\
& \Rightarrow[b, a]_{\beta} \gamma x \alpha d(a)=0, \forall a, b \in M ; \alpha, \beta, \gamma \in \Gamma .
\end{aligned}
$$

Since $M$ is prime, thus $d(a)=0$. Hence, we conclude that if $d \neq 0$, then $M$ is commutative.

Theorem 1.4.2. If $M$ is a 2-torsion free prime $\Gamma$-ring satisfying the assumption (*) then every Jordan left derivation on $M$ is a left derivation.

Proof. Since $M$ is commutative. Thus $a \alpha b=b \alpha a$ for all $a, b \in M$ and $\alpha \in \Gamma$. By Lemma 1.2.1(i), we have

$$
2 d(a \alpha b)=2 a \alpha d(b)+2 b \alpha d(a)
$$

Since $M$ is 2-torsion free, we get

$$
d(a \alpha b)=a \alpha d(b)+b \alpha d(a), \forall a, b \in M ; \alpha \in \Gamma .
$$

## Chapter 2

## Derivations on Semiprime $\Gamma$-Rings

This chapter deals with derivation and Jordan derivation of $\Gamma$-rings to characterize them in case of semiprime and completely semiprime $\Gamma$-rings. We recall the definitions of derivation and Jordan derivation of $\Gamma$-rings in the first section.

The second section develops some useful consequences regarding the derivation and Jordan derivation of semiprime $\Gamma$-rings which are very much needed for proving our main result in this section and to develop some needful results for the next section. Then we prove that under a suitable condition every Jordan derivation of a 2 -torsion free semiprime $\Gamma$-ring is a derivation.

In the next, we develop some immediate consequences relating to the concepts of derivation and Jordan derivation of completely semiprime $\Gamma$-rings. The goal of the third section is to prove an analogous result to the previous one by showing that under a suitable condition every Jordan derivation of a 2-torsion free completely semiprime $\Gamma$-ring is a derivation.

### 2.1 Introduction

I. N. Herstein [19] proved a well-known result in prime rings that every Jordan derivation is a derivation. Afterwards, many Mathematicians studied extensively the derivations in prime rings. M. Bresar [6] has extended this result for semiprime rings. The concepts of derivation and Jordan derivation in $\Gamma$-rings have been introduced by M. Sapanci and A. Nakajima in [36] as below and proved the above mentioned result in completely prime $\Gamma$-rings.

Definition 2.1.1. If $M$ is a $\Gamma$-ring, then an additive mapping $d: M \rightarrow M$ is called a derivation of $M$ if $d(a \alpha b)=a \alpha d(b)+d(a) \alpha b$ is satisfied for all $a, b \in M$ and $\alpha \in \Gamma$.

Definition 2.1.2. Let $M$ be a $\Gamma$-ring and $d: M \rightarrow M$ be an additive mapping of M. If $d(a \alpha a)=a \alpha d(a)+d(a) \alpha a$ holds for all $a \in M$ and $\alpha \in \Gamma$, then $d$ is called a Jordan derivation.

In [36], M. Sapanci and A. Nakajima gave an example of a derivation and a Jordan derivation on a $\Gamma$-ring in the following way.

Example 2.1.1. Let $R$ be an associative ring with 1 and $d: R \rightarrow R$ be a derivation. Let $M=M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{0}: n \in \boldsymbol{Z}\right\}$, then $M$ is a $\Gamma$-ring. Define a mapping $D: M \rightarrow M$ by $D((a, b))=(d(a), d(b))$. Then $D$ is clearly an additive mapping and hence it is a derivation on $M$. Let $N=\{(a, a): a \in R\}$. Then $N$ is $a$ $\Gamma$-subring of $M$. Define a mapping $D: N \rightarrow N$ by $D((a, a))=(d(a), d(a))$, then $D$ is a Jordan derivation on $N$.

### 2.2 Jordan Derivations on Semiprime $\Gamma$-Rings

For the sake of completeness of the study of this chapter, we prepare some useful results on Jordan derivation of $\Gamma$-rings in the following way.

Lemma 2.2.1. Let $M$ be $a \Gamma$-ring and $d$ be a Jordan derivation of $M$. Then for all $a, b, c \in M$ and $\alpha, \beta \in \Gamma$, the following statements hold:
(i) $d(a \alpha b+b \alpha a)=d(a) \alpha b+d(b) \alpha a+a \alpha d(b)+b \alpha d(a)$.
(ii) $d(a \alpha b \beta a+a \beta b \alpha a)=d(a) \alpha b \beta a+d(a) \beta b \alpha a+a \alpha d(b) \beta a+a \beta d(b) \alpha a+a \alpha b \beta d(a)+$ $a \beta b \alpha d(a)$.

In particular, if $M$ is 2-torsion free and satisfies the condition (*), then
(iii) $d(a \alpha b \beta a)=d(a) \alpha b \beta a+a \alpha d(b) \beta a+a \alpha b \beta d(a)$.
(iv) $d(a \alpha b \beta c+c \alpha b \beta a)=d(a) \alpha b \beta c+d(c) \alpha b \beta a+a \alpha d(b) \beta c+c \alpha d(b) \beta a+a \alpha b \beta d(c)+$ $c \alpha b \beta d(a)$.

Proof. Compute $d((a+b) \alpha(a+b))$ and cancel the like terms from both sides to obtain(i). Then replace $a \beta b+b \beta a$ for $b$ in (i) to get (ii). Using the condition (*) and since $M$ is 2 -torsion free, (iii) follows from (ii). And, finally (iv) is obtained by replacing $a+c$ for $a$ in (iii).

Definition 2.2.1. Let $d$ be a Jordan derivation of a $\Gamma$-ring $M$. For all $a, b \in M$ and $\alpha \in \Gamma$, we define $G_{\alpha}(a, b)=d(a \alpha b)-d(a) \alpha b-a \alpha d(b)$. Thus, we have $G_{\alpha}(b, a)=$ $d(b \alpha a)-d(b) \alpha a-b \alpha d(a)$.

Remark 2.2.1. $d$ is a derivation of a $\Gamma$-ring $M$ if and only if $G_{\alpha}(a, b)=0$ for all $a, b \in M$ and $\alpha \in \Gamma$.

Lemma 2.2.2. Let $d$ be a Jordan derivation of $a \Gamma$-ring $M$. For any $a, b, c \in M$ and
$\alpha, \beta \in \Gamma,(i) G_{\alpha}(a, b)+G_{\alpha}(b, a)=0 ;(i i) G_{\alpha}(a+b, c)=G_{\alpha}(a, c)+G_{\alpha}(b, c) ;$
(iii) $G_{\alpha}(a, b+c)=G_{\alpha}(a, b)+G_{\alpha}(a, c) ;(i v) G_{\alpha+\beta}(a, b)=G_{\alpha}(a, b)+G_{\beta}(a, b)$.

Proof. (i) By the definition of $G_{\alpha}(a, b)$ and using Lemma 2.2.1(i), we get

$$
\begin{aligned}
G_{\alpha}(a, b)+G_{\alpha}(b, a) & =d(a \alpha b)-d(a) \alpha b-a \alpha d(b)+d(b \alpha a)-d(b) \alpha a-b \alpha d(a) \\
& =d(a \alpha b+b \alpha a)-d(a) \alpha b-a \alpha d(b)-d(b) \alpha a-b \alpha d(a) \\
& =d(a) \alpha b+d(b) \alpha a+a \alpha d(b)+b \alpha d(a)-d(a) \alpha b-a \alpha d(b) \\
& -d(b) \alpha a-b \alpha d(a) \\
& =0 .
\end{aligned}
$$

(ii) By the definition of $G_{\alpha}(a, b)$, we get

$$
\begin{aligned}
G_{\alpha}(a+b, c) & =d((a+b) \alpha c)-d(a+b) \alpha c-(a+b) \alpha d(c) \\
& =d(a \alpha c+b \alpha c)-d(a) \alpha c-d(b) \alpha c-a \alpha d(c)-b \alpha d(c) \\
& =d(a \alpha c)-d(a) \alpha c-a \alpha d(c)+d(b \alpha c)-d(b) \alpha c-b \alpha d(c) \\
& =G_{\alpha}(a, c)+G_{\alpha}(b, c) .
\end{aligned}
$$

(iii)-(iv): Proofs are obvious.

Lemma 2.2.3. Assume that $M$ is a 2-torsion free $\Gamma$-ring satisfying the condition (*) and $d$ is a Jordan derivation of $M$. Then for all $a, b, m \in M$ and $\alpha, \beta, \gamma \in \Gamma$ :
(i) $G_{\alpha}(a, b) \beta m \gamma[a, b]_{\alpha}+[a, b]_{\alpha} \beta m \gamma G_{\alpha}(a, b)=0$;
(ii) $G_{\alpha}(a, b) \alpha m \alpha[a, b]_{\alpha}+[a, b]_{\alpha} \alpha m \alpha G_{\alpha}(a, b)=0$;
(iii) $G_{\alpha}(a, b) \beta m \beta[a, b]_{\alpha}+[a, b]_{\alpha} \beta m \beta G_{\alpha}(a, b)=0$.

Proof. (i) For any $a, b, m \in M$ and $\alpha, \beta, \gamma \in \Gamma$, using Lemma 2.2.1(iv), we have

$$
\begin{aligned}
W & =d(a \alpha b \beta m \gamma b \alpha a+b \alpha a \beta m \gamma a \alpha b) \\
& =d((a \alpha b) \beta m \gamma(b \alpha a)+(b \alpha a) \beta m \gamma(a \alpha b)) \\
& =d(a \alpha b) \beta m \gamma b \alpha a+a \alpha b \beta d(m) \gamma b \alpha a+a \alpha b \beta m \gamma d(b \alpha a) \\
& +d(b \alpha a) \beta m \gamma a \alpha b+b \alpha a \beta d(m) \gamma a \alpha b+b \alpha a \beta m \gamma d(a \alpha b) .
\end{aligned}
$$

On the other hand, using Lemma 2.2.1(iii)

$$
\begin{aligned}
W & =d(a \alpha(b \beta m \gamma b) \alpha a+b \alpha(a \beta m \gamma a) \alpha b) \\
& =d(a \alpha(b \beta m \gamma b) \alpha a)+d(b \alpha(a \beta m \gamma a) \alpha b) \\
& =d(a) \alpha b \beta m \gamma b \alpha a+a \alpha d(b \beta m \gamma b) \alpha a+a \alpha b \beta m \gamma b \alpha d(a)+d(b) \alpha a \beta m \gamma a \alpha b \\
& +b \alpha d(a \beta m \gamma a) \alpha b+b \alpha a \beta m \gamma a \alpha d(b) \\
& =d(a) \alpha b \beta m \gamma b \alpha a+a \alpha d(b) \beta m \gamma b \alpha a+a \alpha b \beta d(m) \gamma b \alpha a+a \alpha b \beta m \gamma d(b) \alpha a \\
& +a \alpha b \beta m \gamma b \alpha d(a)+d(b) \alpha a \beta m \gamma a \alpha b+b \alpha d(a) \beta m \gamma a \alpha b+b \alpha a \beta d(m) \gamma a \alpha b \\
& +b \alpha a \beta m \gamma d(a) \alpha b+b \alpha a \beta m \gamma a \alpha d(b) .
\end{aligned}
$$

Equating two expressions for $W$ and cancelling the like terms from both sides, we get

$$
\begin{aligned}
& d(a \alpha b) \beta m \gamma b \alpha a+a \alpha b \beta m \gamma d(b \alpha a)+d(b \alpha a) \beta m \gamma a \alpha b+b \alpha a \beta m \gamma d(a \alpha b) \\
& =d(a) \alpha b \beta m \gamma b \alpha a+a \alpha d(b) \beta m \gamma b \alpha a+a \alpha b \beta m \gamma d(b) \alpha a+a \alpha b \beta m \gamma b \alpha d(a) \\
& \quad+d(b) \alpha a \beta m \gamma a \alpha b+b \alpha d(a) \beta m \gamma a \alpha b+b \alpha a \beta m \gamma d(a) \alpha b+b \alpha a \beta m \gamma a \alpha d(b) .
\end{aligned}
$$

This gives,

$$
\begin{aligned}
& d(a \alpha b) \beta m \gamma b \alpha a-d(a) \alpha b \beta m \gamma b \alpha a-a \alpha d(b) \beta m \gamma b \alpha a+d(b \alpha a) \beta m \gamma a \alpha b \\
& \quad-d(b) \alpha a \beta m \gamma a \alpha b-b \alpha d(a) \beta m \gamma a \alpha b+a \alpha b \beta m \gamma d(b \alpha a)-a \alpha b \beta m \gamma d(b) \alpha a \\
& \quad-a \alpha b \beta m \gamma b \alpha d(a)+b \alpha a \beta m \gamma d(a \alpha b)-b \alpha a \beta m \gamma d(a) \alpha b-b \alpha a \beta m \gamma a \alpha d(b)=0 .
\end{aligned}
$$

This implies,

$$
\begin{aligned}
& (d(a \alpha b)-d(a) \alpha b-a \alpha d(b)) \beta m \gamma b \alpha a+(d(b \alpha a)-d(b) \alpha a-b \alpha d(a)) \beta m \gamma a \alpha b \\
+ & a \alpha b \beta m \gamma(d(b \alpha a)-d(b) \alpha a-b \alpha d(a))+b \alpha a \beta m \gamma(d(a \alpha b)-d(a) \alpha b-a \alpha d(b))=0 .
\end{aligned}
$$

Now, using the Definition 2.2.1 and Lemma 2.2.1(i), we obtain

$$
\begin{aligned}
& G_{\alpha}(a, b) \beta m \gamma b \alpha a+G_{\alpha}(b, a) \beta m \gamma a \alpha b+a \alpha b \beta m \gamma G_{\alpha}(b, a)+b \alpha a \beta m \gamma G_{\alpha}(a, b)=0 . \\
& \Rightarrow G_{\alpha}(a, b) \beta m \gamma b \alpha a-G_{\alpha}(a, b) \beta m \gamma a \alpha b-a \alpha b \beta m \gamma G_{\alpha}(a, b)+b \alpha a \beta m \gamma G_{\alpha}(a, b)=0 . \\
& \Rightarrow-G_{\alpha}(a, b) \beta m \gamma(a \alpha b-b \alpha a)-(a \alpha b-b \alpha a) \beta m \gamma G_{\alpha}(a, b)=0 .
\end{aligned}
$$

This implies,

$$
G_{\alpha}(a, b) \beta m \gamma[a, b]_{\alpha}+[a, b]_{\alpha} \beta m \gamma G_{\alpha}(a, b)=0, \forall a, b, m \in M, \alpha, \beta, \gamma \in \Gamma .
$$

If we consider $W=d(a \alpha b \alpha m \alpha b \alpha a+b \alpha a \alpha m \alpha a \alpha b)$ and $W=d(a \alpha b \beta m \beta b \alpha a+b \alpha a \beta m \beta a \alpha b)$ for (ii) and (iii) respectively and proceeding in the same way as in the proof of (i) by the similar arguments, we get (ii) and (iii).

In the rest of this section, $M$ represents a semiprime $\Gamma$-ring.
Lemma 2.2.4. Suppose $a, b, m \in M$, if $a \alpha m \beta b+b \alpha m \beta a=0$ for all $m \in M$ and $\alpha, \beta \in \Gamma$, then $a \alpha m \beta b=0=b \alpha m \beta a$.

Proof. Let $x \in M$ and $\gamma, \delta \in \Gamma$ be any elements. Using the relation $a \alpha m \beta b+b \alpha m \beta a=$ 0 for all $m \in M, \alpha, \beta \in \Gamma$ repeatedly, we get

$$
\begin{aligned}
& (a \alpha m \beta b) \gamma x \delta(a \alpha m \beta b)=-(b \alpha m \beta a) \gamma x \delta(a \alpha m \beta b) \\
& \qquad \begin{array}{l}
=-(b \alpha(m \beta a \gamma x) \delta a) \alpha m \beta b=(a \alpha(m \beta a \gamma x) \delta b) \alpha m \beta b \\
=a \alpha m \beta(a \gamma x \delta b) \alpha m \beta b=-a \alpha m \beta(b \gamma x \delta a) \alpha m \beta b \\
\end{array} \quad=-(a \alpha m \beta b) \gamma x \delta(a \alpha m \beta b) .
\end{aligned}
$$

$$
\Rightarrow 2((a \alpha m \beta b) \gamma x \delta(a \alpha m \beta b))=0
$$

Since $M$ is 2-torsion free, we have

$$
(a \alpha m \beta b) \gamma x \delta(a \alpha m \beta b)=0, \forall a, b, x, m \in M ; \alpha, \beta, \gamma, \delta \in \Gamma .
$$

Therefore,

$$
(a \alpha m \beta b) \Gamma M \Gamma(a \alpha m \beta b)=0, \forall a, b, m \in M ; \alpha, \beta \in \Gamma .
$$

By the semiprimeness of $M$, we get $a \alpha m \beta b=0$. Similarly, it can be shown that $b \alpha m \beta a=0$.

Corollary 2.2.5. Let $d$ be a Jordan derivation of $M$, and let $a, b, m \in M ; \alpha, \beta, \gamma \in \Gamma$ be any elements, then $(i) G_{\alpha}(a, b) \beta m \gamma[a, b]_{\alpha}=0 ;(i i)[a, b]_{\alpha} \beta m \gamma G_{\alpha}(a, b)=0$;
(iii) $G_{\alpha}(a, b) \alpha m \alpha[a, b]_{\alpha}=0 ;(i v)[a, b]_{\alpha} \alpha m \alpha G_{\alpha}(a, b)=0$;
(v) $G_{\alpha}(a, b) \beta m \beta[a, b]_{\alpha}=0 ;(v i)[a, b]_{\alpha} \beta m \beta G_{\alpha}(a, b)=0$.

Proof. Applying the result of Lemma 2.2.4 in that of Lemma 2.2.3, we obtain these results.

Lemma 2.2.6. Suppose $d$ is a Jordan derivation of $M$, then for any $a, b, x, y, m \in$ $M ; \alpha, \beta, \gamma \in \Gamma,(i) G_{\alpha}(a, b) \beta m \beta[x, y]_{\alpha}=0 ;(i i)[x, y]_{\alpha} \beta m \beta G_{\alpha}(a, b)=0 ;$
(iii) $G_{\alpha}(a, b) \beta m \beta[x, y]_{\gamma}=0 ;(i v)[x, y]_{\gamma} \beta m \beta G_{\alpha}(a, b)=0$.

Proof. (i) If we substitute $a+x$ for $a$ in the Corollary 2.2.5(v), we get

$$
G_{\alpha}(a+x, b) \beta m \beta[a+x, b]_{\alpha}=0
$$

This implies,
$G_{\alpha}(a, b) \beta m \beta[a, b]_{\alpha}+G_{\alpha}(a, b) \beta m \beta[x, b]_{\alpha}+G_{\alpha}(x, b) \beta m \beta[a, b]_{\alpha}+G_{\alpha}(x, b) \beta m \beta[x, b]_{\alpha}=0$.

Using Corollary 2.2.5(v), we have

$$
\begin{aligned}
& G_{\alpha}(a, b) \beta m \beta[x, b]_{\alpha}+G_{\alpha}(x, b) \beta m \beta[a, b]_{\alpha}=0 . \\
& \Rightarrow G_{\alpha}(a, b) \beta m \beta[x, b]_{\alpha}=-G_{\alpha}(x, b) \beta m \beta[a, b]_{\alpha} .
\end{aligned}
$$

Thus, we obtain

$$
\begin{aligned}
\left(G_{\alpha}(a, b) \beta m \beta[x, b]_{\alpha}\right) \beta m \beta\left(G_{\alpha}(a, b) \beta m \beta[x, b]_{\alpha}\right) & =-G_{\alpha}(a, b) \beta m \beta[x, b]_{\alpha} \beta m \beta G_{\alpha}(x, b) \beta m \beta[a, b]_{\alpha} \\
& =0 .
\end{aligned}
$$

By the semiprimeness of $M$, we get

$$
G_{\alpha}(a, b) \beta m \beta[x, b]_{\alpha}=0
$$

Similarly, by replacing $b+y$ for $b$ in this result, we get

$$
G_{\alpha}(a, b) \beta m \beta[x, y]_{\alpha}=0 .
$$

(ii) Proceeding in the same way as described above by the similar replacements successively in Corollary 2.2.5(vi), we obtain

$$
[x, y]_{\gamma} \beta m \beta G_{\alpha}(a, b)=0, \forall a, b, x, y, m \in M, \alpha, \beta \in \Gamma .
$$

(iii) Replacing $\alpha+\gamma$ for $\alpha$ in (i), we get

$$
G_{\alpha+\gamma}(a, b) \beta m \beta[x, y]_{\alpha+\gamma}=0
$$

Using Lemma 2.2.2(iv), we have

$$
\left(G_{\alpha}(a, b)+G_{\gamma}(a, b)\right) \beta m \beta\left([x, y]_{\alpha}+[x, y]_{\gamma}\right)=0
$$

Therefore,

$$
G_{\alpha}(a, b) \beta m \beta[x, y]_{\alpha}+G_{\alpha}(a, b) \beta m \beta[x, y]_{\gamma}+G_{\gamma}(a, b) \beta m \beta[x, y]_{\alpha}+G_{\gamma}(a, b) \beta m \beta[x, y]_{\gamma}=0
$$

Using Lemma 2.2.6(i), we get

$$
\begin{aligned}
& G_{\alpha}(a, b) \beta m \beta[x, y]_{\gamma}+G_{\gamma}(a, b) \beta m \beta[x, y]_{\alpha}=0 . \\
& \Rightarrow G_{\alpha}(a, b) \beta m \beta[x, y]_{\gamma}=-G_{\gamma}(a, b) \beta m \beta[x, y]_{\alpha} .
\end{aligned}
$$

Thus, we obtain

$$
\begin{aligned}
\left(G_{\alpha}(a, b) \beta m \beta[x, y]_{\gamma}\right) \beta m \beta\left(G_{\alpha}(a, b) \beta m \beta[x, y]_{\gamma}\right) & =-G_{\alpha}(a, b) \beta m \beta[x, y]_{\gamma} \beta m \beta G_{\gamma}(a, b) \beta m \beta[x, y]_{\alpha} \\
& =0 .
\end{aligned}
$$

Hence, by the semiprimeness of $M$, we obtain

$$
G_{\alpha}(a, b) \beta m \beta[x, y]_{\gamma}=0 .
$$

(iv) As in the proof of (iii), the similar replacement in (ii) produces (iv).

Lemma 2.2.7. ([13], Lemma 3.6.1) Every semiprime $\Gamma$-ring contains no nonzero nilpotent ideal.

Corollary 2.2.8. ([13], Corollary 3.6.2) Semiprime $\Gamma$-rings have no nonzero nilpotent element.

Lemma 2.2.9. ([13], Lemma 3.6.2) The centre of a semiprime $\Gamma$-ring does not contain any nonzero nilpotent element.

Theorem 2.2.10. Let $M$ be a 2-torsion free semiprime $\Gamma$-ring satisfying the condition


Proof. Let $d$ be a Jordan derivation of a 2-torsion free semiprime $\Gamma$-ring $M$ and let $a, b, y, m \in M$ and $\alpha, \beta \in \Gamma$. Then by Lemma 2.2.6(iii), we get

$$
\begin{aligned}
{\left[G_{\alpha}(a, b), y\right]_{\beta} \beta m \beta\left[G_{\alpha}(a, b), y\right]_{\beta} } & =\left(G_{\alpha}(a, b) \beta y-y \beta G_{\alpha}(a, b)\right) \beta m \beta\left[G_{\alpha}(a, b), y\right]_{\beta} \\
& =G_{\alpha}(a, b) \beta y \beta m \beta\left[G_{\alpha}(a, b), y\right]_{\beta}-y \beta G_{\alpha}(a, b) \beta m \beta\left[G_{\alpha}(a, b), y\right]_{\beta} \\
& =0 .
\end{aligned}
$$

Since $y \beta m \in M$ and $G_{\alpha}(a, b) \in M$, for all $a, b, y, m \in M$ and $\alpha, \beta \in \Gamma$. Hence, by the semiprimeness of $M,\left[G_{\alpha}(a, b), y\right]_{\beta}=0$, where $G_{\alpha}(a, b) \in M$, for all $a, b, y \in M$ and $\alpha, \beta \in \Gamma$. Therefore, $G_{\alpha}(a, b) \in Z(M)$, the centre of $M$. Now, let $\gamma, \delta \in \Gamma$. By Lemma 2.2.6(ii), we have

$$
G_{\alpha}(a, b) \gamma[x, y]_{\alpha} \delta m \delta G_{\alpha}(a, b) \gamma[x, y]_{\alpha}=0 .
$$

But $M$ is semiprime, we get

$$
\begin{equation*}
G_{\alpha}(a, b) \gamma[x, y]_{\alpha}=0 . \tag{2.1}
\end{equation*}
$$

Also, by Lemma 2.2.6(i), we have

$$
[x, y]_{\alpha} \gamma G_{\alpha}(a, b) \delta m \delta[x, y]_{\alpha} \gamma G_{\alpha}(a, b)=0 .
$$

Hence by the semiprimeness of $M$, we get

$$
\begin{equation*}
[x, y]_{\alpha} \gamma G_{\alpha}(a, b)=0 . \tag{2.2}
\end{equation*}
$$

Similarly, by Lemma 2.2.6(iv), we have

$$
G_{\alpha}(a, b) \gamma[x, y]_{\beta} \delta m \delta G_{\alpha}(a, b) \gamma[x, y]_{\beta}=0 .
$$

Since $M$ is semiprime, it follows that

$$
\begin{equation*}
G_{\alpha}(a, b) \gamma[x, y]_{\beta}=0 \tag{2.3}
\end{equation*}
$$

Also, by Lemma 2.2.6(iii), we have

$$
[x, y]_{\beta} \gamma G_{\alpha}(a, b) \delta m \delta[x, y]_{\beta} \gamma G_{\alpha}(a, b)=0 .
$$

Hence, by the semiprimeness of $M$, we get

$$
\begin{equation*}
[x, y]_{\beta} \gamma G_{\alpha}(a, b)=0 . \tag{2.4}
\end{equation*}
$$

Thus, we have

$$
\begin{aligned}
2 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b) & =G_{\alpha}(a, b) \gamma\left(G_{\alpha}(a, b)+G_{\alpha}(a, b)\right) \\
& =G_{\alpha}(a, b) \gamma\left(G_{\alpha}(a, b)-G_{\alpha}(b, a)\right) \\
& =G_{\alpha}(a, b) \gamma(d(a \alpha b)-d(a) \alpha b-a \alpha d(b)-d(b \alpha a)+d(b) \alpha a+b \alpha d(a)) \\
& =G_{\alpha}(a, b) \gamma(d(a \alpha b-b \alpha a)+(b \alpha d(a)-d(a) \alpha b)+(d(b) \alpha a-a \alpha d(b))) \\
& =G_{\alpha}(a, b) \gamma\left(d\left([a, b]_{\alpha}\right)+[b, d(a)]_{\alpha}+[d(b), a]_{\alpha}\right) \\
& =G_{\alpha}(a, b) \gamma d\left([a, b]_{\alpha}\right)-G_{\alpha}(a, b) \gamma[d(a), b]_{\alpha}-G_{\alpha}(a, b) \gamma[a, d(b)]_{\alpha} .
\end{aligned}
$$

Since $d(a), d(b) \in M$, using (2.1), we get

$$
G_{\alpha}(a, b) \gamma[d(a), b]_{\alpha}=G_{\alpha}(a, b) \gamma[a, d(b)]_{\alpha}=0 .
$$

Therefore,

$$
\begin{equation*}
2 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b)=G_{\alpha}(a, b) \gamma d\left([a, b]_{\alpha}\right) . \tag{2.5}
\end{equation*}
$$

Adding (2.3) and (2.4), we obtain

$$
G_{\alpha}(a, b) \gamma[x, y]_{\beta}+[x, y]_{\beta} \gamma G_{\alpha}(a, b)=0 .
$$

Then by Lemma 2.2.1(i) with the use of (2.3), we have

$$
\begin{aligned}
0 & =d\left(G_{\alpha}(a, b) \gamma[x, y]_{\beta}+[x, y]_{\beta} \gamma G_{\alpha}(a, b)\right) \\
& =d\left(G_{\alpha}(a, b)\right) \gamma[x, y]_{\beta}+d\left([x, y]_{\beta}\right) \gamma G_{\alpha}(a, b)+G_{\alpha}(a, b) \gamma d\left([x, y]_{\beta}\right)+[x, y]_{\beta} \gamma d\left(G_{\alpha}(a, b)\right) \\
& =d\left(G_{\alpha}(a, b)\right) \gamma[x, y]_{\beta}+2 G_{\alpha}(a, b) \gamma d\left([x, y]_{\beta}\right)+[x, y]_{\beta} \gamma d\left(G_{\alpha}(a, b)\right) .
\end{aligned}
$$

Since $G_{\alpha}(a, b) \in Z(M)$ implies $d\left([x, y]_{\beta}\right) \gamma G_{\alpha}(a, b)=G_{\alpha}(a, b) \gamma d\left([x, y]_{\beta}\right)$. Hence, we get

$$
\begin{equation*}
2 G_{\alpha}(a, b) \gamma d\left([x, y]_{\beta}\right)=-d\left(G_{\alpha}(a, b)\right) \gamma[x, y]_{\beta}-[x, y]_{\beta} \gamma d\left(G_{\alpha}(a, b)\right) \tag{2.6}
\end{equation*}
$$

Then, from (2.5) and (2.6), we have

$$
\begin{aligned}
4 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b) & =2 G_{\alpha}(a, b) \gamma d\left([a, b]_{\alpha}\right) \\
& =-d\left(G_{\alpha}(a, b)\right) \gamma[a, b]_{\alpha}-[a, b]_{\alpha} \gamma d\left(G_{\alpha}(a, b)\right) .
\end{aligned}
$$

Thus, we obtain
$4 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b) \gamma G_{\alpha}(a, b)=-d\left(G_{\alpha}(a, b)\right) \gamma[a, b]_{\alpha} \gamma G_{\alpha}(a, b)-[a, b]_{\alpha} \gamma d\left(G_{\alpha}(a, b)\right) \gamma G_{\alpha}(a, b)$

Here, we have by using (2.4)

$$
d\left(G_{\alpha}(a, b)\right) \gamma[a, b]_{\alpha} \gamma G_{\alpha}(a, b)=0
$$

and also, by Corollary 2.2.5(vi)

$$
[a, b]_{\alpha} \gamma d\left(G_{\alpha}(a, b)\right) \gamma G_{\alpha}(a, b)=0
$$

Since $d\left(G_{\alpha}(a, b)\right) \in M$, for all $a, b \in M$ and $\alpha \in \Gamma$. So, we get

$$
4 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b) \gamma G_{\alpha}(a, b)=0 .
$$

Therefore,

$$
4\left(G_{\alpha}(a, b) \gamma\right)^{2} G_{\alpha}(a, b)=0
$$

Since $M$ is 2-torsion free, so we have

$$
\left(G_{\alpha}(a, b) \gamma\right)^{2} G_{\alpha}(a, b)=0
$$

But, it follows that $G_{\alpha}(a, b)$ is a nilpotent element of the $\Gamma$-ring $M$. Since by Lemma 2.2.9, the centre of a semiprime $\Gamma$-ring does not contain any nonzero nilpotent element, so we get $G_{\alpha}(a, b)=0$ for all $a, b \in M$ and $\alpha \in \Gamma$. It means that, $d$ is a derivation of $M$.

### 2.3 Jordan Derivations on Completely Semiprime $\Gamma$-Rings

In sequel to the last result, now we prove it analogously in case of a 2 -torsion free completely semiprime $\Gamma$-ring with the condition $\left({ }^{*}\right) a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M$ and $\alpha, \beta \in \Gamma$. That is, here we have to show that under the above condition every Jordan derivation of a 2 -torsion free completely semiprime $\Gamma$-ring is a derivation of $M$. To reach our goal in this section, we develop some useful results in the following way.

Lemma 2.3.1. Suppose $d$ is a Jordan derivation of a 2 -torsion free $\Gamma$-ring $M$ satisfying the condition $\left(^{*}\right)$, then $G_{\alpha}(a, b) \beta[a, b]_{\alpha}+[a, b]_{\alpha} \beta G_{\alpha}(a, b)=0$ for all $a, b \in M$ and $\alpha, \beta \in \Gamma$.

Proof. For any $a, b \in M$ and $\alpha, \beta \in \Gamma$, we have, using Lemma 2.2.1(i)

$$
\begin{aligned}
W & =d(a \alpha b \beta b \alpha a+b \alpha a \beta a \alpha b) \\
& =d((a \alpha b) \beta(b \alpha a)+(b \alpha a) \beta(a \alpha b)) \\
& =d(a \alpha b) \beta(b \alpha a)+(a \alpha b) \beta d(b \alpha a)+d(b \alpha a) \beta(a \alpha b)+(b \alpha a) \beta d(a \alpha b) .
\end{aligned}
$$

On the other hand, using Lemma 2.2.1(iii)

$$
\begin{aligned}
W & =d(a \alpha(b \beta b) \alpha a+b \alpha(a \beta a) \alpha b) \\
& =d(a) \alpha(b \beta b) \alpha a+a \alpha d(b \beta b) \alpha a+a \alpha(b \beta b) \alpha d(a)+d(b) \alpha(a \beta a) \alpha b \\
& +b \alpha d(a \beta a) \alpha b+b \alpha(a \beta a) \alpha d(b) \\
& =d(a) \alpha b \beta b \alpha a+a \alpha d(b) \beta b \alpha a+a \alpha b \beta d(b) \alpha a+a \alpha b \beta b \alpha d(a) \\
& +d(b) \alpha a \beta a \alpha b+b \alpha d(a) \beta a \alpha b+b \alpha a \beta d(a) \alpha b+b \alpha a \beta a \alpha d(b) .
\end{aligned}
$$

Equating the two expressions for $W$, we get

$$
\begin{aligned}
& (d(a \alpha b)-d(a) \alpha b-a \alpha d(b)) \beta b \alpha a+(d(b \alpha a)-d(b) \alpha a-b \alpha d(a)) \beta a \alpha b \\
& \quad+a \alpha b \beta(d(b \alpha a)-d(b) \alpha a-b \alpha d(a))+b \alpha a \beta(d(a \alpha b)-d(a) \alpha b-a \alpha d(b))=0 .
\end{aligned}
$$

Now, using the Definition 2.2.1, we obtain

$$
G_{\alpha}(a, b) \beta b \alpha a+G_{\alpha}(b, a) \beta a \alpha b+a \alpha b \beta G_{\alpha}(b, a)+b \alpha a \beta G_{\alpha}(a, b)=0 .
$$

Using Lemma 2.2.2(i), we have

$$
G_{\alpha}(a, b) \beta b \alpha a-G_{\alpha}(a, b) \beta a \alpha b-a \alpha b \beta G_{\alpha}(a, b)+b \alpha a \beta G_{\alpha}(a, b)=0 .
$$

This implies,

$$
G_{\alpha}(a, b) \beta[a, b]_{\alpha}+[a, b]_{\alpha} \beta G_{\alpha}(a, b)=0, \forall a, b \in M, \alpha, \beta \in \Gamma
$$

In the rest of this section, $M$ represents a completely semiprime $\Gamma$-ring.
Lemma 2.3.2. Let $a, b \in M$ and $\alpha \in \Gamma$ be any elements. If $a \alpha b+b \alpha a=0$, then $a \alpha b=0=b \alpha a$.

Proof. Let $\delta \in \Gamma$ be any element. Suppose $a, b \in M$ and $\alpha \in \Gamma$ such that $a \alpha b+b \alpha a=$ 0 . Using the relation $a \alpha b=-b \alpha a$ repeatedly, we get

$$
\begin{aligned}
& (a \alpha b) \delta(a \alpha b)=-(b \alpha a) \delta(a \alpha b)=-(b(\alpha a \delta) a) \alpha b \\
& \quad=(a(\alpha a \delta) b) \alpha b=a \alpha(a \delta b) \alpha b=-a \alpha(b \delta a) \alpha b=-(a \alpha b) \delta(a \alpha b)
\end{aligned}
$$

This implies,

$$
2((a \alpha b) \delta(a \alpha b))=0
$$

Since $M$ is 2-torsion free, thus

$$
(a \alpha b) \delta(a \alpha b)=0 .
$$

Therefore, $(a \alpha b) \Gamma(a \alpha b)=0$. By the complete semiprimeness of $M$, we get $a \alpha b=0$.
Similarly, it can be shown that, $b \alpha a=0$.

Corollary 2.3.3. If $d$ is a Jordan derivation of $M$, then for all $a, b \in M$ and $\alpha, \beta \in$ $\Gamma,(i) G_{\alpha}(a, b) \beta[a, b]_{\alpha}=0 ;(i i)[a, b]_{\alpha} \beta G_{\alpha}(a, b)=0$.

Proof. Applying the result of Lemma 2.3.2 in that of Lemma 2.3.1, we obtain these results.

Lemma 2.3.4. For every $a, b, x, y \in M$, and $\alpha, \beta, \gamma \in \Gamma$, the following statements are true: $(i) G_{\alpha}(a, b) \beta[x, y]_{\alpha}=0 ;(i i)[x, y]_{\alpha} \beta G_{\alpha}(a, b)=0$
(iii) $G_{\alpha}(a, b) \beta[x, y]_{\gamma}=0 ;(i v)[x, y]_{\gamma} \beta G_{\alpha}(a, b)=0$.

Proof. (i) If we substitute $a+x$ for $a$ in the Corollary 2.3.3(i), then we get

$$
G_{\alpha}(a+x, b) \beta[a+x, b]_{\alpha}=0 .
$$

Using Lemma 2.2.2(ii), we have

$$
G_{\alpha}(a, b) \beta[a, b]_{\alpha}+G_{\alpha}(a, b) \beta[x, b]_{\alpha}+G_{\alpha}(x, b) \beta[a, b]_{\alpha}+G_{\alpha}(x, b) \beta[x, b]_{\alpha}=0 .
$$

Now, using Corollary 2.3.3(i), we obtain

$$
\begin{aligned}
& G_{\alpha}(a, b) \beta[x, b]_{\alpha}+G_{\alpha}(x, b) \beta[a, b]_{\alpha}=0 . \\
& \Rightarrow G_{\alpha}(a, b) \beta[x, b]_{\alpha}=-G_{\alpha}(x, b) \beta[a, b]_{\alpha} .
\end{aligned}
$$

Therefore,

$$
\left(G_{\alpha}(a, b) \beta[x, b]_{\alpha}\right) \beta\left(G_{\alpha}(a, b) \beta[x, b]_{\alpha}\right)=-G_{\alpha}(a, b) \beta[x, b]_{\alpha} \beta G_{\alpha}(x, b) \beta[a, b]_{\alpha}=0 .
$$

By the complete semiprimeness of $M$, we obtain

$$
G_{\alpha}(a, b) \beta[x, b]_{\alpha}=0
$$

Similarly, by replacing $b+y$ for $b$ in this result, we get

$$
G_{\alpha}(a, b) \beta[x, y]_{\alpha}=0
$$

(ii) Proceeding in the same way as described above by the similar replacements successively in Corollary 2.3.3(ii), we obtain

$$
[x, y]_{\alpha} \beta G_{\alpha}(a, b)=0, \forall a, b, x, y \in M, \alpha, \beta \in \Gamma
$$

(iii) Replacing $\alpha+\gamma$ for $\alpha$ in (i), we get

$$
G_{\alpha+\gamma}(a, b) \beta[x, y]_{\alpha+\gamma}=0
$$

Using Lemma 2.2.2(iv), we have

$$
\begin{aligned}
& \left(G_{\alpha}(a, b)+G_{\gamma}(a, b)\right) \beta\left([x, y]_{\alpha}+[x, y]_{\gamma}\right)=0 \\
& \quad \Rightarrow G_{\alpha}(a, b) \beta[x, y]_{\alpha}+G_{\alpha}(a, b) \beta[x, y]_{\gamma}+G_{\gamma}(a, b) \beta[x, y]_{\alpha}+G_{\gamma}(a, b) \beta[x, y]_{\gamma}=0
\end{aligned}
$$

Thus using (i), we get

$$
\begin{aligned}
G_{\alpha}(a, b) \beta[x, y]_{\gamma}+G_{\gamma}(a, b) \beta[x, y]_{\alpha}=0 . & \\
& \Rightarrow G_{\alpha}(a, b) \beta[x, y]_{\gamma}=-G_{\gamma}(a, b) \beta[x, y]_{\alpha} .
\end{aligned}
$$

Thus, we have

$$
\left(G_{\alpha}(a, b) \beta[x, y]_{\gamma}\right) \beta\left(G_{\alpha}(a, b) \beta[x, y]_{\gamma}\right)=-G_{\alpha}(a, b) \beta[x, y]_{\gamma} \beta G_{\gamma}(a, b) \beta[x, y]_{\alpha}=0
$$

Hence, by the complete semiprimeness of $M$, we obtain

$$
G_{\alpha}(a, b) \beta[x, y]_{\gamma}=0
$$

(iv) By performing the similar replacement in (ii)(as in the proof of (iii)), we get this result.

Lemma 2.3.5. ([13], Lemma 3.7.1) Every completely semiprime Г-ring has no nonzero nilpotent ideal.

Corollary 2.3.6. ([13], Corollary 3.7.2) Completely semiprime $\Gamma$-rings have no nonzero nilpotent element.

Lemma 2.3.7. ([13], Lemma 3.7.2) The centre of a completely semiprime $\Gamma$-ring does not contain any nonzero nilpotent element.

We are now ready to prove our main result as follows.

Theorem 2.3.8. Every Jordan derivation of a 2-torsion free completely semiprime $\Gamma$-ring $M$ satisfying the condition ( ${ }^{*}$ ) is a derivation of $M$.

Proof. Let $d$ be a Jordan derivation of a 2-torsion free completely semiprime $\Gamma$-ring $M$, and let $a, b, y \in M ; \alpha, \beta \in \Gamma$. By Lemma 2.3.4(iii), we have

$$
\begin{aligned}
{\left[G_{\alpha}(a, b), y\right]_{\beta} \gamma\left[G_{\alpha}(a, b), y\right]_{\beta} } & =\left(G_{\alpha}(a, b) \beta y-y \beta G_{\alpha}(a, b)\right) \gamma\left[G_{\alpha}(a, b), y\right]_{\beta} \\
& =G_{\alpha}(a, b) \beta y \gamma\left[G_{\alpha}(a, b), y\right]_{\beta}-y \beta G_{\alpha}(a, b) \gamma\left[G_{\alpha}(a, b), y\right]_{\beta} \\
& =0 .
\end{aligned}
$$

Since $\beta y \gamma \in \Gamma$ and $G_{\alpha}(a, b) \in M$ for all $a, b, y \in M$ and $\alpha, \beta \in \Gamma$. Hence, by the complete semiprimeness of $M$, we get

$$
\begin{aligned}
& {\left[G_{\alpha}(a, b), y\right]_{\beta}=0, \forall a, b, y \in M ; \alpha, \beta \in \Gamma .} \\
& \Rightarrow G_{\alpha}(a, b) \in Z(M), \forall a, b \in M ; \alpha \in \Gamma .
\end{aligned}
$$

Now, from Lemma 2.3.4(iii)

$$
\begin{equation*}
G_{\alpha}(a, b) \gamma[x, y]_{\beta}=0 \tag{2.7}
\end{equation*}
$$

Also, by Lemma 2.3.4(iv)

$$
\begin{equation*}
[x, y]_{\beta} \gamma G_{\alpha}(a, b)=0 \tag{2.8}
\end{equation*}
$$

Thus, we obtain

$$
\begin{aligned}
2 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b) & =G_{\alpha}(a, b) \gamma\left(G_{\alpha}(a, b)+G_{\alpha}(a, b)\right) \\
& =G_{\alpha}(a, b) \gamma\left(G_{\alpha}(a, b)-G_{\alpha}(b, a)\right) \\
& =G_{\alpha}(a, b) \gamma(d(a \alpha b)-d(a) \alpha b-a \alpha d(b)-d(b \alpha a)+d(b) \alpha a+b \alpha d(a)) \\
& =G_{\alpha}(a, b) \gamma(d(a \alpha b-b \alpha a)+(b \alpha d(a)-d(a) \alpha b)+(d(b) \alpha a-a \alpha d(b))) \\
& =G_{\alpha}(a, b) \gamma\left(d\left([a, b]_{\alpha}\right)+[b, d(a)]_{\alpha}+[d(b), a]_{\alpha}\right) \\
& =G_{\alpha}(a, b) \gamma d\left([a, b]_{\alpha}\right)-G_{\alpha}(a, b) \gamma[d(a), b]_{\alpha}-G_{\alpha}(a, b) \gamma[a, d(b)]_{\alpha} .
\end{aligned}
$$

Since $d(a), d(b) \in M$, using Lemma 2.3.4(i), we get

$$
G_{\alpha}(a, b) \gamma[d(a), b]_{\alpha}=0=G_{\alpha}(a, b) \gamma[a, d(b)]_{\alpha} .
$$

Therefore,

$$
\begin{equation*}
2 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b)=G_{\alpha}(a, b) \gamma d\left([a, b]_{\alpha}\right) \tag{2.9}
\end{equation*}
$$

Adding (2.7) and (2.8), we obtain

$$
G_{\alpha}(a, b) \gamma[x, y]_{\beta}+[x, y]_{\beta} \gamma G_{\alpha}(a, b)=0 .
$$

Then by Lemma 2.2.1(i), we have

$$
\begin{aligned}
0 & =d\left(G_{\alpha}(a, b) \gamma[x, y]_{\beta}+[x, y]_{\beta} \gamma G_{\alpha}(a, b)\right) \\
& =d\left(G_{\alpha}(a, b)\right) \gamma[x, y]_{\beta}+d\left([x, y]_{\beta}\right) \gamma G_{\alpha}(a, b)+G_{\alpha}(a, b) \gamma d\left([x, y]_{\beta}\right)+[x, y]_{\beta} \gamma d\left(G_{\alpha}(a, b)\right) \\
& =d\left(G_{\alpha}(a, b)\right) \gamma[x, y]_{\beta}+2 G_{\alpha}(a, b) \gamma d\left([x, y]_{\beta}\right)+[x, y]_{\beta} \gamma d\left(G_{\alpha}(a, b)\right) .
\end{aligned}
$$

Since $G_{\alpha}(a, b) \in Z(M)$ and therefore

$$
d\left([x, y]_{\beta}\right) \gamma G_{\alpha}(a, b)=G_{\alpha}(a, b) \gamma d\left([x, y]_{\beta}\right) .
$$

Hence, we get

$$
\begin{equation*}
2 G_{\alpha}(a, b) \gamma d\left([x, y]_{\beta}\right)=-d\left(G_{\alpha}(a, b)\right) \gamma[x, y]_{\beta}-[x, y]_{\beta} \gamma d\left(G_{\alpha}(a, b)\right) . \tag{2.10}
\end{equation*}
$$

Then from (2.9) and (2.10), we have

$$
\begin{aligned}
& G_{\alpha}(a, b) \gamma G_{\alpha}(a, b)=2 G_{\alpha}(a, b) \gamma d\left([a, b]_{\alpha}\right) \\
& =-d\left(G_{\alpha}(a, b)\right) \gamma[a, b]_{\alpha}-[a, b]_{\alpha} \gamma d\left(G_{\alpha}(a, b)\right) .
\end{aligned}
$$

Thus, we obtain
$4 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b) \gamma G_{\alpha}(a, b)=-d\left(G_{\alpha}(a, b)\right) \gamma[a, b]_{\alpha} \gamma G_{\alpha}(a, b)-[a, b]_{\alpha} \gamma d\left(G_{\alpha}(a, b)\right) \gamma G_{\alpha}(a, b)$.
Here, we have by Corollary 2.3.3(ii), $d\left(G_{\alpha}(a, b)\right) \gamma[a, b]_{\alpha} \gamma G_{\alpha}(a, b)=0$, and also by Lemma 2.3.4(iv), $[a, b]_{\alpha} \gamma d\left(G_{\alpha}(a, b)\right) \gamma G_{\alpha}(a, b)=0$, since $d\left(G_{\alpha}(a, b)\right) \in M$, and $\gamma d\left(G_{\alpha}(a, b)\right)$ $\gamma \in \Gamma$ for all $a, b \in M, \alpha \in \Gamma$. Therefore, we get

$$
\begin{aligned}
& 4 G_{\alpha}(a, b) \gamma G_{\alpha}(a, b) \gamma G_{\alpha}(a, b)=0 \\
& \Rightarrow 4\left(G_{\alpha}(a, b) \gamma\right)^{2} G_{\alpha}(a, b)=0
\end{aligned}
$$

Since $M$ is 2-torsion free, so we have

$$
\left(G_{\alpha}(a, b) \gamma\right)^{2} G_{\alpha}(a, b)=0
$$

But, it follows that $G_{\alpha}(a, b)$ is a nilpotent element of the $\Gamma$-ring $M$. Since by Lemma 2.3.7, the centre of a completely semiprime $\Gamma$-ring does not contain any nonzero nilpotent element, so we get $G_{\alpha}(a, b)=0$ for all $a, b \in M$ and $\alpha \in \Gamma$. Thus we conclude that, $d$ is a derivation of $M$.

## Chapter 3

## Higher Derivations

In view of the notions of derivation and Jordan derivation of $\Gamma$-rings, here we introduce the concepts of higher derivation and Jordan higher derivation of $\Gamma$-rings. Following the notions of higher derivation and Jordan higher derivation of $\Gamma$-rings we then introduce the concepts of higher left derivation and Jordan higher left derivation of $\Gamma$-rings. Introductory discussions concerning these concepts are described in the first section. Finally, we introduce the concepts of generalized higher derivation and Jordan generalized higher derivation of $\Gamma$-rings in the first section.

In the second section, we show that under a suitable condition, the existence of a nonzero Jordan higher left derivation on a 2-torsion free prime $\Gamma$-ring $M$ forces $M$ commutative.

We use the concept of Jordan derivation and derivation of a $\Gamma$-ring introduced by M. Sapanci and A.Nakajima in the third section to develop a number of important results on Jordan derivations of a 2 -torsion free $\Gamma$-ring. Here, we show that every Jordan derivation of a 2 -torsion free prime $\Gamma$-ring is a derivation which is very much needed for proving the remaining result of this chapter.

Our main result in the fourth section aims to prove that, every Jordan higher derivation of a 2 -torsion free prime $\Gamma$-ring with the condition $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M$ and $\alpha, \beta \in \Gamma$, is a higher derivation of $M$.

Then we prove the analogous result corresponding to the above mentioned result considering Jordan generalized higher derivation of a prime $\Gamma$-ring instead of Jordan higher derivation of a prime $\Gamma$-ring almost similar way which states that every Jordan generalized higher derivation of a 2 -torsion free prime $\Gamma$-ring is a generalized higher derivation.

### 3.1 Introduction

In classical ring theory, I. N. Herstien [21], introduced the notions of derivation and Jordan derivation of rings; he proved in [19] that, every Jordan derivation in a 2torsion free prime ring is a derivation. M. Ferrero and C. Haetinger [15] extended Herstein's theorem to higher derivations, by using Jordan triple higher derivations. Also, Haetinger in [17] worked on higher derivations on prime rings and extended Awtar's result [3] to higher derivations in Lie ideals of prime rings.

By the motivations of the above mentioned works, in this chapter we work on higher derivation, Jordan higher derivation, higher left derivation, Jordan higher left derivation, generalized higher derivation and Jordan generalized higher derivation of $\Gamma$-rings.

The notions of derivation and Jordan derivation of $\Gamma$-rings have been introduced by M. Sapanci and A. Nakajima [36] as follows.

Definition 3.1.1. For a $\Gamma$-ring $M$, if $d: M \rightarrow M$ is an additive mapping such
that $d(a \alpha b)=d(a) \alpha b+a \alpha d(b)$ holds for all $a, b \in M$ and $\alpha \in \Gamma$, then $d$ is called a derivation of $M ; d$ is called a Jordan derivation of $M$ if $d(a \alpha a)=d(a) \alpha a+a \alpha d(a)$ holds for all $a \in M$ and $\alpha \in \Gamma$.

Following these derivations, here we introduce higher derivation and Jordan higher derivation of $\Gamma$-rings in the following way.

Definition 3.1.2. Let $D=\left(d_{i}\right)_{i \in N_{0}}$ be a family of additive mappings of a $\Gamma$-ring $M$ such that $d_{0}=i d_{M}$, where $i d_{M}$ is an identity mapping on $M$ and $\mathbf{N}_{0}=\mathbf{N} \cup\{0\}$. Then $D$ is a higher derivation of $M$ if for each $n \in \mathbf{N}_{0}$ and $i, j \in \mathbf{N}_{0}$,

$$
d_{n}(a \alpha b)=\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b), \forall a, b \in M ; \alpha \in \Gamma,
$$

and $D$ is a Jordan higher derivation of $M$ if

$$
d_{n}(a \alpha a)=\sum_{i+j=n} d_{i}(a) \alpha d_{j}(a), \forall a \in M ; \alpha \in \Gamma .
$$

Example 3.1.1. Let $R$ be an associative ring with 1. Let us consider $M=M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{0}: n \in \boldsymbol{Z}\right\}$, then $M$ is a $\Gamma$-ring. Let $f_{n}: R \rightarrow R$ be a higher derivation for each $n \in N_{0}$. For $n \in N_{0}$, we define additive mappings $d_{n}: M \rightarrow M$ by $d_{n}((a, b))=\left(f_{n}(a), f_{n}(b)\right)$. Then an easy verifications leads to us that $d_{n}$ is a higher derivation of $M$. Let $P=\{(a, a): a \in R\}$, then $P$ is $a \Gamma$-ring contained in $M$. In fact, $P$ is a sub $\Gamma$-ring. Define $d_{n}((a, a))=\left(f_{n}(a), f_{n}(a)\right)$, then $d_{n}$ is a Jordan higher derivation of $P$.

Continuing in the similar way as that has been done by the earlier prominent algebraists we then introduce higher left derivation and Jordan higher left derivation of $\Gamma$-rings in the following way.

Definition 3.1.3. Suppose $D=\left(d_{i}\right)_{i \in N_{0}}$ is a family of additive mappings of a $\Gamma$-ring $M$ such that $d_{0}=i d_{M}$, where $i d_{M}$ is an identity mapping on $M$ and $\mathbf{N}_{0}=\mathbf{N} \cup\{0\}$. Then $D$ is called a higher left derivation of $M$ if for each $n \in \mathbf{N}_{0}$ and $i, j \in \mathbf{N}_{0}$,

$$
d_{n}(a \alpha b)=\sum_{i+j=n, i \leq j}\left(d_{i}(a) \alpha d_{j}(b)+d_{i}(b) \alpha d_{j}(a)\right), \forall a, b \in M ; \alpha \in \Gamma,
$$

and $D$ is called a Jordan higher left derivation of $M$ if

$$
d_{n}(a \alpha a)=\sum_{i+j=n, i \leq j} d_{i}(a) \alpha d_{j}(a), \forall a \in M ; \alpha \in \Gamma .
$$

Example 3.1.2. Let the $\Gamma$-ring $M$ as in Example 3.1.1 Suppose $N=\{(a, a): a \in R\}$, then $N$ is a $\Gamma$-subring of $M$. If $d_{n}: R \rightarrow R$ is a higher left derivation for each $n \in \boldsymbol{N}_{0}$. Then for $n \in \boldsymbol{N}_{0}$, we define the additive mappings $D_{n}: M \rightarrow M$ by $D_{n}((a, b))=\left(d_{n}(a), d_{n}(b)\right)$. Then it is clear that $D_{n}$ is a higher left derivation on $M$. If we define a mapping $D_{n}: N \rightarrow N$ by $D_{n}((a, a))=\left(d_{n}(a), d_{n}(a)\right)$, then it is obvious that $D_{n}$ is an additive mapping and therefore $D_{n}$ is a Jordan higher left derivation on $M$.

The notions of generalized derivation and Jordan generalized derivation of a $\Gamma$-ring have been introduced by Y. Ceven and M. A. Ozturk [11] as below.

Definition 3.1.4. Assume that $M$ is a $\Gamma$-ring and $f: M \rightarrow M$ be an additive mapping. Then $f$ is called a generalized derivation of $M$ if there exists a derivation $d: M \rightarrow M$ such that $f(a \alpha b)=f(a) \alpha b+a \alpha d(b)$ holds for all $a, b \in M$ and $\alpha \in \Gamma ; f$ is a Jordan generalized derivation of $M$ if there exists a derivation $d: M \rightarrow M$ such that $f(a \alpha a)=f(a) \alpha a+a \alpha d(a)$ holds for all $a \in M$ and $\alpha \in \Gamma$.

Finally, we introduce generalized higher derivation and Jordan generalized higher derivation of $\Gamma$-rings as follows.

Definition 3.1.5. If $F=\left(f_{i}\right)_{i \in N_{0}}$ is a family of additive mappings of a $\Gamma$-ring $M$ such that $f_{0}=i d_{M}$, where $i d_{M}$ is an identity mapping on $M$ and $\mathbf{N}_{0}=\mathbf{N} \cup\{0\}$. Then $F$ is said to be a generalized higher derivation of $M$ if there exists a higher derivation $D=\left(d_{i}\right)_{i \in N_{0}}$ of $M$ such that for each $n \in \mathbf{N}_{0}$ and $i, j \in \mathbf{N}_{0}$,

$$
f_{n}(a \alpha b)=\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b), \forall a, b \in M ; \alpha \in \Gamma
$$

and $F$ is said to be a Jordan generalized higher derivation of $M$ if there exists a higher derivation $D=\left(d_{i}\right)_{i \in N_{0}}$ of $M$ such that

$$
f_{n}(a \alpha a)=\sum_{i+j=n} f_{i}(a) \alpha d_{j}(a), \forall a \in M ; \alpha \in \Gamma .
$$

Example 3.1.3. Let $R$ be an associative ring with 1 and let $F=\left(f_{i}\right)_{i \in N}$ be a generalized higher derivation on $R$. Then there exists a higher derivation $D=\left(d_{i}\right)_{i \in N}$ of $R$ such that $f_{n}(x y)=\sum_{i+j=n} f_{i}(x) d_{j}(y)$, for all $x, y \in M$. Now if we us consider the $\Gamma$-ring $M$ as in Example 3.1.1, and define the mapping $K=\left(k_{i}\right)_{i \in N}$ of $M$ by $k_{n}((x, y))=\left(d_{n}(x), d_{n}(y)\right)$, then $K$ is a derivation of $M$. Let $G=\left(g_{i}\right)_{i \in N}$ be an additive mapping of $M$ defined by $g_{n}((x, y))=\left(f_{n}(x), f_{n}(y)\right)$. Then it is clear that $G$ is a generalized higher derivation on $M$ with the associated derivation $K$. Let us define $N=\{(x, x): x \in R\}$ of $M$, then $N$ is a $\Gamma$-ring contained in $M$. We define the mapping $G: N \rightarrow N$ by $g_{n}((x, x))=\left(f_{n}(x), f_{n}(x)\right)$ and $k_{n}((x, x))=\left(d_{n}(x), d_{n}(x)\right)$, then we have seen that $G$ is a Jordan generalized higher derivation on $N$ with the associated generalized higher derivation $K$.

Throughout this chapter (unless otherwise stated), $M$ is a 2 -torsion free prime $\Gamma$-ring which satisfies $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M ; \alpha, \beta \in \Gamma$ and we use the symbol $\left({ }^{*}\right)$ corresponding to this assumption.

### 3.2 Commutativity in Prime $\Gamma$-Rings with Jordan Higher Left Derivations

M. Soyturk [37] investigated the commutativity of prime $\Gamma$-rings with left and right derivations. He obtained some significant results on the commutativity of prime $\Gamma$ rings of characteristic not equal to 2 and 3. M. Asci and S. Ceran [1] obtained some commutativity results of prime $\Gamma$-rings with left derivations. Some commutativity results in prime rings with Jordan higher left derivations were obtained by KyuooHong Park [34] on Lie ideals and obtained some fruitful results relating this.

In sequel to the result of the first chapter, here we prove it analogously in case of higher left derivation. That is, we show that under a suitable condition, the existence of a nonzero Jordan higher left derivation on a 2-torsion free prime $\Gamma$-ring $M$ forces $M$ commutative.

Theorem 3.2.1. Let $\Delta=\left(d_{n}\right)_{n \in N}$ be a Jordan higher left derivation on $M$. If $\Delta \neq 0$, that is, if there exists $n \in N$ such that $d_{n} \neq 0$, then $M$ is commutative.

Proof. We use the method of induction. If $n=1$, that is, if $d_{1}$ is a Jordan left derivation on $M$, then we assume that $M$ is non commutative. By the proof of Theorem 1.4.1, we have $d_{1}(a)=0$, for all $a \in M$. Assume that $n \geq 2$ and $d_{m}=0$ for all $m<n$. Then $d_{n}$ is a Jordan left derivation on $M$ and from the above argument, it follows that $d_{n}=0$. Hence we conclude that $\Delta=0$. This completes the proof.

### 3.3 Jordan Derivations in Prime $\Gamma$-Rings

In this section, we show that every Jordan derivation of a 2 -torsion free prime $\Gamma$-ring is a derivation. For this we prepare the following Lemma.

Lemma 3.3.1. Let $a, b \in M$ be any elements. If $a \alpha m \beta b+b \alpha m \beta a=0$ for all $m \in M ; \alpha, \beta \in \Gamma$, then $a=0$ or $b=0$.

Proof. Replacing $m$ by $s \delta a \mu t$ in $a \alpha m \beta b+b \alpha m \beta a=0$, where $s, t \in M ; \delta, \mu \in \Gamma$, we get $a \alpha s \delta a \mu t \beta b+b \alpha s \delta a \mu t \beta a=0$. Since $b \alpha s \delta a=-a \alpha s \delta b$ and $a \mu t \beta b=-b \mu t \beta a$. Substituting these, we obtain

$$
\begin{aligned}
& -a \alpha s \delta b \mu t \beta a-a \alpha s \delta b \mu t \beta a=0 . \\
& \Rightarrow 2 a \alpha s \delta b \mu t \beta a=0
\end{aligned}
$$

Since $M$ is 2-torsion free, so

$$
a \alpha s \delta b \mu t \beta a=0, \forall t \in M ; \beta, \mu \in \Gamma .
$$

Therefore, $(a \alpha s \delta b) \Gamma M \Gamma a=0, \forall a, b, s \in M ; \alpha, \delta \in \Gamma$. Since $M$ is prime, thus we have $a \alpha s \delta b=0$ or $a=0$. Suppose $a \alpha s \delta b=0$. Again applying the primeness of $M$, we get $a=0$ or $b=0$.

Theorem 3.3.2. If $d$ is a Jordan derivation of a 2-torsion free prime $\Gamma$-ring $M$ satisfying the condition $\left(^{*}\right)$, then $d$ is a derivation of $M$.

Proof. By Lemma 2.2.3 and Lemma 3.3.1; $M$ being prime, we have $G_{\alpha}(a, b)=0$ or $[a, b]_{\alpha}=0$. For all $a \in M$, let $A=\left\{b \in M: G_{\alpha}(a, b)=0\right\}$ and $B=\left\{b \in M:[a, b]_{\alpha}=\right.$ 0.\} Then $A$ and $B$ are two additive subgroups of $M$ such that $A \cup B=M$. Then by the Brauer's trick, either $A=M$ or $B=M$.

By the similar argument, let $M=\{a \in M: M=A\}$ or $M=\{a \in M: M=B\}$. For the later case, $M$ is commutative. That is, $a \alpha b=b \alpha a$. In view of Lemma 2.2.1(i), we have $2 d(a \alpha b)=2 d(a) \alpha b+2 a \alpha d(b)$. Since $M$ is 2 -torsion free, we obtain that $d$ is a derivation of $M$. For the former case, $G_{\alpha}(a, b)=0$ and it follows that $d$ is a derivation on $M$.

### 3.4 Jordan Higher Derivations in Prime $\Gamma$-Rings

The objective of this section is to study Jordan higher derivations of prime $\Gamma$-rings. Higher derivations have been studied by many authors [14, 15, 16, 17, 32, 34] in classical rings. We extend some of these results in prime $\Gamma$-rings by the concept of Jordan higher derivations.

Here, we extend the result of W. Cortes and C. Haetinger [14] considering Jordan higher derivations in prime $\Gamma$-rings.

Lemma 3.4.1. Assume that $D=\left(d_{i}\right)_{i \in N}$ is a Jordan higher derivation of $M$. Then for all $a, b, c \in M ; \alpha, \beta \in \Gamma$ and $n \in \boldsymbol{N}$,
(i) $d_{n}(a \alpha b+b \alpha a)=\sum_{i+j=n}\left[d_{i}(a) \alpha d_{j}(b)+d_{i}(b) \alpha d_{j}(a)\right]$;
(ii) $d_{n}(a \alpha b \beta a)=\sum_{i+j+k=n}\left[d_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)\right]$;
(iii) $d_{n}(a \alpha b \beta c+c \alpha b \beta a)=\sum_{i+j+k=n}\left[d_{i}(a) \alpha d_{j}(b) \beta d_{k}(c)+d_{i}(c) \alpha d_{j}(b) \beta d_{k}(a)\right]$.

Proof. The proofs of (i) and (ii) are similar to the corresponding proofs of Lemma 2.2.1(i) and Lemma 2.2.1(iii). Replacing $a$ by $a+c$ in (ii) and using (ii), we obtain

$$
W=d_{n}((a+c) \alpha b \beta(a+c))=\sum_{i+j+k=n} d_{i}(a+c) \alpha d_{j}(b) \beta d_{k}(a+c)
$$

$$
\begin{aligned}
& \quad=\sum_{i+j+k=n}\left(d_{i}(a)+d_{i}(c)\right) \alpha d_{j}(b) \beta\left(d_{k}(a)+d_{k}(c)\right)=\sum_{i+j+k=n} d_{i}(a) \alpha d_{j}(b) \beta d_{k}(a) \\
& +\sum_{i+j+k=n} d_{i}(a) \alpha d_{j}(b) \beta d_{k}(c)+\sum_{i+j+k=n} d_{i}(c) \alpha d_{j}(b) \beta d_{k}(a)+\sum_{i+j+k=n} d_{i}(c) \alpha d_{j}(b) \beta d_{k}(c) .
\end{aligned}
$$

Also, we have

$$
\begin{aligned}
& W= d_{n}(a \alpha b \beta a+a \alpha b \beta c+c \alpha b \beta a+c \alpha b \beta c) \\
&=d_{n}(a \alpha b \beta a)+d_{n}(c \alpha b \beta c)+d_{n}(a \alpha b \beta c+c \alpha b \beta a) \\
&=\sum_{i+j+k=n} d_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)+\sum_{i+j+k=n} d_{i}(c) \alpha d_{j}(b) \beta d_{k}(c)+d_{n}(a \alpha b \beta c+c \alpha b \beta a) .
\end{aligned}
$$

By comparing the two results for $W$, we obtain (iii).

Definition 3.4.1. For every Jordan higher derivation $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ of $M$, we define $\phi_{n}^{\alpha}(a, b)=d_{n}(a \alpha b)-\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b)$ for all $a, b \in M ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Remark 3.4.1. $D$ is a higher derivation of $M$ if and only if $\phi_{n}^{\alpha}(a, b)=0$ for all $a, b \in M ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Lemma 3.4.2. For every $a, b, c \in M ; \alpha, \beta \in \Gamma$ and $n \in \boldsymbol{N}$,
(i) $\phi_{n}^{\alpha}(a, b)+\phi_{n}^{\alpha}(b, a)=0 ;(i i) \phi_{n}^{\alpha}(a+b, c)=\phi_{n}^{\alpha}(a, c)+\phi_{n}^{\alpha}(b, c)$;
(iii) $\phi_{n}^{\alpha}(a, b+c)=\phi_{n}^{\alpha}(a, b)+\phi_{n}^{\alpha}(a, c) ;(i v) \phi_{n}^{\alpha+\beta}(a, b)=\phi_{n}^{\alpha}(a, b)+\phi_{n}^{\beta}(a, b)$.

Proof. (i) By the Definition 3.4.1 and using the Lemma 3.4.1(i), we obtain

$$
\begin{aligned}
\phi_{n}^{\alpha}(a, b)+\phi_{n}^{\alpha}(b, a) & =d_{n}(a \alpha b)-\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b)+d_{n}(b \alpha a)-\sum_{i+j=n} d_{i}(b) \alpha d_{j}(a) \\
& =d_{n}(a \alpha b+b \alpha a)-\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b)-\sum_{i+j=n} d_{i}(b) \alpha d_{j}(a) \\
& =\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b)+\sum_{i+j=n} d_{i}(b) \alpha d_{j}(a)-\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b) \\
& -\sum_{i+j=n} d_{i}(b) \alpha d_{j}(a)=0 .
\end{aligned}
$$

(ii) By the Definition 3.4.1, we get

$$
\begin{aligned}
\phi_{n}^{\alpha}(a+b, c) & =d_{n}((a+b) \alpha c)-\sum_{i+j=n} d_{i}(a+b) \alpha d_{j}(c) \\
& =d_{n}(a \alpha c+b \alpha c)-\sum_{i+j=n} d_{i}(a) \alpha d_{j}(c)-\sum_{i+j=n} d_{i}(b) \alpha d_{j}(c) \\
& =d_{n}(a \alpha c)-\sum_{i+j=n} d_{i}(a) \alpha d_{j}(c)+d_{n}(b \alpha c)-\sum_{i+j=n} d_{i}(b) \alpha d_{j}(c) \\
& =\phi_{n}^{\alpha}(a, c)+\phi_{n}^{\alpha}(b, c) .
\end{aligned}
$$

(iii)-(iv): These are also easy to proof.

Lemma 3.4.3. Suppose $D=\left(d_{i}\right)_{i \in N}$ is a Jordan higher derivation of a $\Gamma$-ring $M$. Let $n \in \boldsymbol{N}$ and assume that $a, b \in M ; \alpha, \beta, \gamma \in \Gamma$. If $\phi_{m}^{\alpha}(a, b)=0$, for every $m<n$, then $\phi_{n}^{\alpha}(a, b) \beta w \gamma[a, b]_{\alpha}+[a, b]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(a, b)=0$, for every $w \in M$.

Proof. We consider $G=d_{n}(a \alpha b \beta w \gamma b \alpha a+b \alpha a \beta w \gamma a \alpha b)$. First, we compute

$$
G=d_{n}(a \alpha(b \beta w \gamma b) \alpha a)+d_{n}(b \alpha(a \beta w \gamma a) \alpha b) .
$$

Using Lemma 3.4.1(ii), we have

$$
\begin{aligned}
& G=\sum_{i+p+l=n} d_{i}(a) \alpha d_{p}(b \beta w \gamma b) \alpha d_{l}(a)+\sum_{i+p+l=n} d_{i}(b) \alpha d_{p}(a \beta w \gamma a) \alpha d_{l}(b) \\
& =\sum_{i+j+k+h+l=n} d_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)+\sum_{i+j+k+h+l=n} d_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b) .
\end{aligned}
$$

On the other hand

$$
G=d_{n}((a \alpha b) \beta w \gamma(b \alpha a)+(b \alpha a) \beta w \gamma(a \alpha b)) .
$$

Using Lemma 3.4.1(iii), we obtain

$$
\begin{aligned}
G=\sum_{r+s+t=n} & \left(d_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a)+d_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b)\right) \\
& =\sum_{r+s+t=n} d_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a)+\sum_{r+s+t=n} d_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b) .
\end{aligned}
$$

Thus comparing both expressions for $G$, we obtain

$$
\begin{align*}
& \sum_{i+j+k+h+l=n} d_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)-\sum_{r+s+t=n} d_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a) \\
+ & \sum_{i+j+k+h+l=n} d_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b)-\sum_{r+s+t=n} d_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b)=0 . \tag{3.1}
\end{align*}
$$

By the inductive assumption we can put $d_{r}(x \alpha y)$ for $\sum_{i+j=r} d_{i}(x) \alpha d_{j}(y)$, when $r<n$. Therefore,

$$
\begin{gather*}
\sum_{i+j+k+h+l=n} d_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)-\sum_{r+s+t=n} d_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a) \\
=\left(\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b)\right) \beta w \gamma b \alpha a+a \alpha b \beta w \gamma\left(\sum_{h+l=n} d_{h}(b) \alpha d_{l}(a)\right) \\
+\sum_{i+j+k+h+l=n}^{i+j<n, h+l<n} d_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)-d_{n}((a \alpha b) \beta w \gamma(b \alpha a) \\
-(a \alpha b) \beta w \gamma d_{n}(b \alpha a)-\sum_{i+j=r<n, p+q=t<n}^{r+s+t=n} d_{i}(a) \alpha d_{j}(b) \beta d_{s}(w) \gamma d_{p}(b) \alpha d_{q}(a) \\
=-\left(d_{n}\left((a \alpha b)-\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b)\right) \beta(w \gamma b \alpha a)-(a \alpha b \beta w) \gamma\left(d_{n}(b \alpha a)-\sum_{h+l=n} d_{h}(b) \alpha d_{l}(a)\right)\right. \\
=-\left(\phi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a+a \alpha b \beta w \gamma \phi_{n}^{\alpha}(b, a)\right) . \tag{3.2}
\end{gather*}
$$

Similarly,

$$
\begin{align*}
\sum_{i+j+k+h+l=n} d_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b)-\sum_{r+s+t=n} d_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b) \\
=-\left(\phi_{n}^{\alpha}(b, a) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)\right) . \tag{3.3}
\end{align*}
$$

Hence, by using (3.2) and (3.3) in (3.1), we get

$$
\phi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a+a \alpha b \beta w \gamma \phi_{n}^{\alpha}(b, a)+\phi_{n}^{\alpha}(b, a) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)=0 .
$$

By Lemma 3.4.2(i), we have

$$
\phi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a-a \alpha b \beta w \gamma \phi_{n}^{\alpha}(a, b)-\phi_{n}^{\alpha}(a, b) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)=0 .
$$

This implies,

$$
\phi_{n}^{\alpha}(a, b) \beta w \gamma[a, b]_{\alpha}+[a, b]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(a, b)=0, \forall w \in M .
$$

Now, we prove the main result.
Theorem 3.4.4. Let $M$ be a 2-torsion free prime $\Gamma$-ring satisfying the condition (*).
Then every Jordan higher derivation of $M$ is a higher derivation of $M$.

Proof. By definition, we have

$$
\phi_{0}^{\alpha}(a, b)=0, \forall a, b \in M, \alpha \in \Gamma .
$$

Also, by Theorem 3.3.5,

$$
\phi_{1}^{\alpha}(a, b)=0, \forall a, b \in M, \alpha \in \Gamma .
$$

Now, we proceed by induction. Suppose that, $\phi_{m}^{\alpha}(a, b)=0$. This implies, $d_{m}(a \alpha b)=$ $\sum_{i+j=m} d_{i}(a) \alpha d_{j}(b)$ for all $a, b \in M ; \alpha \in \Gamma$ and $m<n$. Taking $a, b \in M$, by Lemma 3.4.3, we get

$$
\phi_{n}^{\alpha}(a, b) \beta w \gamma[a, b]_{\alpha}+[a, b]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(a, b)=0, \forall w \in M, \alpha, \beta, \gamma \in \Gamma .
$$

Since $M$ is prime, so by Lemma 3.3.1 $\phi_{n}^{\alpha}(a, b)=0$, or $[a, b]_{\alpha}=0$. Using the similar arguments as used in the proof of Theorem 3.3.2, we obtain that every Jordan higher derivation of $M$ is a higher derivation of $M$.

### 3.5 Jordan Generalized Higher Derivations in Prime $\Gamma$-Rings

The notion of generalized derivation was introduced by B. Hvala [23] and M. Bresar [7]. Afterwards, many authors have investigated comparable results on prime and semiprime rings with generalized derivations. The notions of generalized derivation and Jordan generalized derivation of $\Gamma$-rings have been introduced by Y. Ceven and $M$. A. Ozturk [11]. A. Nakajima [32] defined the notion of generalized higher derivations and investigated some elementary relations between generalized higher derivations and higher derivations in the usual sense. W. Cortes and C. Haetinger [14] proved that every Jordan generalized higher derivations of a ring is a generalized higher derivation.

We extend the above mentioned result in prime $\Gamma$-rings considering Jordan generalized higher derivations of prime $\Gamma$-rings. We need the following Lemmas for proving this result.

Lemma 3.5.1. Let $F=\left(f_{i}\right)_{i \in N}$ be a Jordan generalized higher derivation of a $\Gamma$-ring $M$ with the associated higher derivation $D=\left(d_{i}\right)_{i \in N}$. Then for each fixed $n \in N$; for all $a, b, c \in M$ and $\alpha, \beta \in \Gamma$, the following statements hold:
(i) $f_{n}(a \alpha b+b \alpha a)=\sum_{i+j=n}\left[f_{i}(a) \alpha d_{j}(b)+f_{i}(b) \alpha d_{j}(a)\right]$;
(ii) $f_{n}(a \alpha b \beta a)=\sum_{i+j+k=n}\left[f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)\right]$;
(iii) $f_{n}(a \alpha b \beta c+c \alpha b \beta a)=\sum_{i+j+k=n}\left[f_{i}(a) \alpha d_{j}(b) \beta d_{k}(c)+f_{i}(c) \alpha d_{j}(b) \beta d_{k}(a)\right]$.

Proof. Since $F=\left(f_{i}\right)_{i \in N_{0}}$ is a Jordan generalized higher derivation of $M$, we have

$$
f_{n}(a \alpha a)=\sum_{i+j=n} f_{i}(a) d_{j}(a) .
$$

Now, replacing $a+b$ for $a$ and simplifying, we obtain (i). Then replacing $b$ by $a \beta b+b \beta a$ in (i) and using the condition $\left(^{*}\right.$ ), we obtain (ii). For (iii), we replace $a$ by $a+c$ in (ii), we obtain

$$
\begin{aligned}
& w=(a+c) \alpha b \beta(a+c) \\
& \qquad f_{n}(w)=\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(c)+\sum_{i+j+k=n} f_{i}(c) \alpha d_{j}(b) \beta d_{k}(a) \\
& \\
& \quad+\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)+\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(c) .
\end{aligned}
$$

On the other hand, using (ii)

$$
f_{n}(w)=f_{n}(a \alpha b \beta c+c \alpha b \beta a)+\sum_{i+j+k=n}\left(f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)+f_{i}(c) \alpha d_{j}(b) \beta d_{k}(c)\right) .
$$

Comparing the above two expressions for $f_{n}(w)$, we obtain (iii).

Definition 3.5.1. For every Jordan generalized higher derivation $F=\left(f_{i}\right)_{i \in \mathbf{N}}$ of $M$, we define $\psi_{n}^{\alpha}(a, b)=f_{n}(a \alpha b)-\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)$, for all $a, b \in M ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Lemma 3.5.2. With our notations as above, the following are true:
(i) $\psi_{n}^{\alpha}(b, a)=-\psi_{n}^{\alpha}(a, b) ;(i i) \psi_{n}^{\alpha}(a+b, c)=\psi_{n}^{\alpha}(a, c)+\psi_{n}^{\alpha}(b, c)$;
(iii) $\psi_{n}^{\alpha}(a, b+c)=\psi_{n}^{\alpha}(a, b)+\psi_{n}^{\alpha}(a, c) ;(i v) \psi_{n}^{\alpha+\beta}(a, b)=\psi_{n}^{\alpha}(a, b)+\psi_{n}^{\beta}(a, b)$.

Proof. (i) By the definition of $\psi_{n}^{\alpha}(a, b)$ and using Lemma 3.5.1(i), we obtain

$$
\begin{aligned}
\psi_{n}^{\alpha}(a, b)+\psi_{n}^{\alpha}(b, a) & =f_{n}(a \alpha b)-\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)+f_{n}(b \alpha a)-\sum_{i+j=n} f_{i}(b) \alpha d_{j}(a) \\
& =f_{n}(a \alpha b+b \alpha a)-\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)-\sum_{i+j=n} f_{i}(b) \alpha d_{j}(a) \\
& =\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)+\sum_{i+j=n} f_{i}(b) \alpha d_{j}(a)-\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b) \\
& -\sum_{i+j=n} f_{i}(b) \alpha d_{j}(a)=0 .
\end{aligned}
$$

(ii)-(iv): The proofs are obvious.

Remark 3.5.1. It is clear that, $F$ is a generalized higher derivation of $M$ if and only if $\psi_{n}^{\alpha}(a, b)=0$ for all $a, b \in M, \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Lemma 3.5.3. If $F=\left(f_{i}\right)_{i \in N}$ is a Jordan generalized higher derivation with the associated higher derivation $D=\left(d_{i}\right)_{i \in N}$ of $a \Gamma$-ring $M$. Assume that $a, b \in M ; \alpha, \beta, \gamma \in \Gamma$ and $n \in \boldsymbol{N}$. If $\psi_{m}^{\alpha}(a, b)=0$ for every $m<n$, then $\psi_{n}^{\alpha}(a, b) \beta w \gamma[a, b]_{\alpha}=0$, for every $w \in M$.

Proof. Let $G=f_{n}(a \alpha b \beta w \gamma b \alpha a+b \alpha a \beta w \gamma a \alpha b)$. Using Lemma 3.5.1(ii) and Lemma 3.4.1(ii), we obtain

$$
\begin{aligned}
& G=f_{n}(a \alpha(b \beta w \gamma b) \alpha a)+f_{n}(b \alpha(a \beta w \gamma a) \alpha b) \\
& \quad=\sum_{i+p+l=n} f_{i}(a) \alpha d_{p}(b \beta w \gamma b) \alpha d_{l}(a)+\sum_{i+p+l=n} f_{i}(b) \alpha d_{p}(a \beta w \gamma a) \alpha d_{l}(b) \\
& =\sum_{i+j+k+h+l=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)+\sum_{i+j+k+h+l=n} f_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b)
\end{aligned}
$$

On the other hand, using Lemma 3.5.1(iii), we get

$$
\begin{aligned}
& G=f_{n}((a \alpha b) \beta w \gamma(b \alpha a)+(b \alpha a) \beta w \gamma(a \alpha b)) \\
& =\sum_{r+s+t=n}\left(f_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a)+f_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b)\right) \\
& \quad=\sum_{r+s+t=n} f_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a)+\sum_{r+s+t=n} f_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b)
\end{aligned}
$$

Comparing the two expressions for $G$, we have

$$
\begin{align*}
& \quad \sum_{i+j+k+h+l=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)-\sum_{r+s+t=n} f_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a) \\
& =\sum_{r+s+t=n} f_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b)-\sum_{i+j+k+h+l=n}\left(f_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b) .\right. \tag{3.4}
\end{align*}
$$

Since $f_{m}(x \alpha y)=\sum_{i+j=m} f_{i}(x) \alpha d_{j}(y)$, when $m<n$ and $D=\left(d_{i}\right)_{i \in N}$ is a higher derivation of $M$. Therefore,

$$
\begin{gather*}
\sum_{i+j+k+h+l=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)-\sum_{r+s+t=n} f_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a) \\
\quad=\left(\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)\right) \beta w \gamma b \alpha a+a \alpha b \beta w \gamma\left(\sum_{h+l=n} d_{h}(b) \alpha d_{l}(a)\right) \\
+\sum_{i+j+k+h+l=n}^{i+j<n, h+l<n}\left(f_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)\right)-f_{n}((a \alpha b) \beta w \gamma(b \alpha a) \\
-(a \alpha b) \beta w \gamma d_{n}(b \alpha a)-\sum_{i+j=r<n, p+q=t<n}^{i}\left(f_{i}(a) \alpha d_{j}(b) \beta d_{s}(w) \gamma d_{p}(b) \alpha d_{q}(a)\right) \\
=-\left(f_{n}\left((a \alpha b)-\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)\right) \beta(w \gamma b \alpha a)-(a \alpha b \beta w) \gamma\left(d_{n}(b \alpha a)-\sum_{h+l=n} d_{h}(b) \alpha d_{l}(a)\right)\right. \\
=-\left(\psi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a+a \alpha b \beta w \phi_{n}^{\alpha}(b, a)\right) . \tag{3.5}
\end{gather*}
$$

Similarly,

$$
\begin{array}{r}
\sum_{i+j+k+h+l=n}\left(f_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b)\right)-\sum_{r+s+t=n}\left(d_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b)\right) \\
=-\left(\psi_{n}^{\alpha}(b, a) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)\right) . \tag{3.6}
\end{array}
$$

Hence, by using (3.5) and (3.6) in (3.4), we get

$$
\psi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a+a \alpha b \beta w \gamma \phi_{n}^{\alpha}(b, a)+\psi_{n}^{\alpha}(b, a) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)=0 .
$$

By Lemma 3.5.2(i), we have

$$
\psi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a-a \alpha b \beta w \gamma \phi_{n}^{\alpha}(a, b)-\psi_{n}^{\alpha}(a, b) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)=0 .
$$

This implies,

$$
\psi_{n}^{\alpha}(a, b) \beta w \gamma[a, b]_{\alpha}+[a, b]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(a, b)=0, \forall w \in M
$$

Since $D=\left(d_{i}\right)_{i \in N}$ is a higher derivation of $M$. Thus, by Theorem 3.4.4, we have $\phi_{n}^{\alpha}(a, b)=0$ for all $a, b \in M ; \alpha \in \Gamma ; n \in \mathbf{N}$ and hence accomplishes the proof.

Lemma 3.5.4. For all $a, b, c, d \in M$ and $\alpha, \beta, \gamma \in \Gamma, \psi_{n}^{\alpha}(a, b) \beta w \gamma[c, d]_{\alpha}=0$.
Lemma 3.5.5. If $a, b, c, d \in M$ and $\alpha, \beta, \gamma, \delta \in \Gamma$ are any elements, then
$\psi_{n}^{\alpha}(a, b) \beta w \gamma[c, d]_{\delta}=0$.
The proofs of the above two lemmas are similar to the proof of Lemma 2.19 and Lemma 2.20 in [12].

Lemma 3.5.6. Let $M$ be a commutative $\Gamma$-ring, and let $F=\left(f_{i}\right)_{i \in N}$ be a Jordan generalized higher derivation of $M$ with an associated higher derivation $D=\left(d_{i}\right)_{i \in N}$. Assume that $a, b \in M ; \alpha, \beta \in \Gamma$ and $n \in \boldsymbol{N}$. If $\psi_{m}^{\alpha}(a, b)=0$ for all $m<n$, then $\psi_{n}^{\beta}(a, b) \alpha a=0$.

Proof. Since $M$ is a commutative $\Gamma$-ring and $D=\left(d_{i}\right)_{i \in N}$ is a higher derivation of $M$. Let $W=f_{n}(a \alpha a \beta b+b \beta a \alpha a)=f_{n}(a \alpha(a \beta b)+(a \beta b) \alpha a)$. Then using Lemma 3.5.1(i), we have

$$
\begin{aligned}
W=\sum_{i+j=n}\left(f_{i}(a) \alpha d_{j}(a \beta b)+\right. & \left.f_{i}(a \beta b) \alpha d_{j}(a)\right) \\
& =\sum_{i+k+l=n}\left(f_{i}(a) \alpha d_{k}(a) \beta d_{l}(b)\right)+\sum_{i+j=n}\left(f_{i}(a \beta b) \alpha d_{j}(a)\right) .
\end{aligned}
$$

On the other hand, using Lemma 3.5.1(ii) and commutativity of $M$, we get

$$
\begin{aligned}
& W=f_{n}(a \alpha a \beta b+b \beta a \alpha a)=f_{n}(a \alpha b \beta a)+f_{n}(a \beta b \alpha a) \\
&=\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)+\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a) \\
&=\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(a) \beta d_{k}(b)+\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a) .
\end{aligned}
$$

Comparing both expressions for $W$ and cancelling the like terms from both sides, we obtain

$$
\sum_{i+j=n} f_{i}(a \beta b) \alpha d_{j}(a)=\sum_{i+j+k=n} f_{i}(a) \beta d_{j}(b) \alpha d_{k}(a) .
$$

By assumption, we can put $f_{m}(a \beta b)=\sum_{i+j=m} f_{i}(a) \beta d_{j}(b)$, when $m<n$. Therefore,

$$
\begin{gathered}
\sum_{i+j+k=n}^{i+j<n} f_{i}(a) \beta d_{j}(b) \alpha d_{k}(a)+f_{n}(a \beta b) \alpha a-\left(\sum_{i+j=n} f_{i}(a) \beta d_{j}(b)\right) \alpha a-\sum_{i+j=n}^{r+s=i<n} f_{r}(a) \beta d_{s}(b) \alpha d_{j}(a) . \\
\Rightarrow\left(f_{n}(a \beta b)-\sum_{i+j=n} f_{i}(a) \beta d_{j}(b)\right) \alpha a=0 . \\
\Rightarrow \psi_{n}^{\beta}(a, b) \alpha a=0, \forall a, b \in M ; \alpha, \beta \in \Gamma ; n \in \mathbf{N} .
\end{gathered}
$$

We are now concluding this chapter by proving our main result of this section as follows.

Theorem 3.5.7. Every Jordan generalized higher derivation of a prime $\Gamma$-ring is a generalized higher derivation.

Proof. Let $F=\left(f_{i}\right)_{i \in N}$ be a Jordan generalized higher derivation of a prime $\Gamma$-ring $M$. By definition $\psi_{0}^{\alpha}(a, b)=0$ for all $a, b \in M$ and $\alpha \in \Gamma$. Also, by Theorem 2.4 in [11], we have

$$
\psi_{1}^{\alpha}(a, b)=0, \forall a, b \in M ; \alpha \in \Gamma .
$$

Now, we proceed by induction. Suppose that $\psi_{m}^{\alpha}(a, b)=0$, this implies, $d_{m}(a \alpha b)=$ $\sum_{i+j=m} f_{i}(a) \alpha d_{j}(b)$, for all $a, b \in M$ and $\alpha \in \Gamma$ and $m<n$. Taking $a, b, c, d \in M$ and $\alpha, \beta, \gamma, \delta \in \Gamma$. By Lemma 3.5.5, we get $\psi_{n}^{\alpha}(a, b) \beta w \gamma[c, d]_{\delta}=0$, for every $w \in M$. Since $M$ is prime, $\psi_{n}^{\alpha}(a, b)=0$, or $[c, d]_{\delta}=0$. If $[c, d]_{\delta} \neq 0$, then $\psi_{n}^{\alpha}(a, b)=0$. If $[c, d]_{\delta}=0$, that is, $c \delta d-d \delta c=0, \forall c, d \in M ; \delta \in \Gamma$, then $M$ is commutative. Now, by Lemma 3.5.6 and commutativity of $M$, we obtain

$$
\psi_{n}^{\beta}(a, b) \alpha a=0 .
$$

By linearizing of the above expression with respect to $a$ yields

$$
\begin{aligned}
& \psi_{n}^{\beta}(a+c, b) \alpha(a+c)=0 . \\
& \Rightarrow \psi_{n}^{\beta}(a, b) \alpha a+\psi_{n}^{\beta}(c, b) \alpha a+\psi_{n}^{\beta}(a, b) \alpha c+\psi_{n}^{\beta}(c, b) \alpha c=0 . \\
& \Rightarrow \psi_{n}^{\beta}(c, b) \alpha a+\psi_{n}^{\beta}(a, b) \alpha c=0 . \\
& \Rightarrow \psi_{n}^{\beta}(a, b) \alpha c=-\psi_{n}^{\beta}(c, b) \alpha a, \forall a, b, c \in M ; \alpha, \beta \in \Gamma .
\end{aligned}
$$

Since $M$ is a commutative. Thus, for all $m \in M ; \alpha, \gamma, \delta \in \Gamma$, we have

$$
\begin{aligned}
\left(\psi_{n}^{\beta}(a, b) \alpha c\right) \gamma m \delta\left(\psi_{n}^{\beta}(a, b) \alpha c\right) & =-\left(\psi_{n}^{\beta}(c, b) \alpha a\right) \gamma m \delta\left(\psi_{n}^{\beta}(a, b) \alpha c\right) \\
& =-\left(\psi_{n}^{\beta}(c, b) \alpha c\right) \gamma m \delta\left(\psi_{n}^{\beta}(a, b) \alpha a\right) \\
& =0 .
\end{aligned}
$$

Since $M$ is prime, we have $\psi_{n}^{\beta}(a, b) \alpha c=0$. Therefore, $\psi_{n}^{\beta}(a, b) \alpha c \gamma \psi_{n}^{\beta}(a, b)=0$, for $c \in M$ and $\gamma \in \Gamma$. By the primeness of $M$, we get $\psi_{n}^{\beta}(a, b)=0, \forall a, b \in M ; \beta \in \Gamma$.

## Chapter 4

## Derivations on Lie Ideals

We start the discussion with the introductory definitions of derivation and Jordan derivation on Lie ideals in $\Gamma$-rings. Then we introduce the concepts of higher derivation and Jordan higher derivation on Lie ideals in $\Gamma$-rings.

In the next, we develop some consequences relating to the concept of Jordan derivations on Lie ideals of $\Gamma$-rings. Then we prove that if $d: M \rightarrow M$ is a Jordan derivation on an admissible Lie ideal $U$ of a 2 -torsion free prime $\Gamma$-ring $M$, then $d(u \alpha v)=d(u) \alpha v+u \alpha d(v)$ for all $u, v \in U ; \alpha \in \Gamma$, and if $U$ is a commutative Lie ideal of $M$ such that $u \alpha u \in U$ for all $u \in U ; \alpha \in \Gamma$, then $d(u \alpha v)=d(u) \alpha v+u \alpha d(v)$ for all $u, v \in U$ and $\alpha \in \Gamma$.

In the third section of this chapter, we prove the analogous results corresponding to the above mentioned results with the same conditions considering Jordan higher derivations on Lie ideals of prime $\Gamma$-rings instead of Jordan derivations on Lie ideals of prime $\Gamma$-rings almost similar way.

### 4.1 Introduction

I. N. Herstein [19] proved a well-known result in prime rings that every Jordan derivation is a derivation. Afterwards many Mathematicians studied extensively the derivations in prime rings. Awtar [3] extended this result in Lie ideals.

We introduce the concept of derivation and Jordan derivation on Lie ideals of $\Gamma$-rings to extend the above mentioned results in the following way.

Definition 4.1.1. If $U$ is a Lie ideal of a $\Gamma$-ring $M$. An additive mapping $d: M \rightarrow M$ is said to be a derivation on a Lie ideal $U$ if

$$
d(u \alpha v)=d(u) \alpha v+u \alpha d(v), \forall u, v \in U ; \alpha \in \Gamma,
$$

and $d: M \rightarrow M$ is said to be a Jordan derivation on a Lie ideal $U$ if

$$
d(u \alpha u)=d(u) \alpha u+u \alpha d(u), \forall u \in U ; \alpha \in \Gamma .
$$

We now give examples of a Jordan derivation and a derivation on a Lie ideal $U$ of a $\Gamma$-ring $M$, where $M$ satisfies $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M ; \alpha, \beta \in \Gamma$.

Example 4.1.1. Suppose $a \in M$ and $\alpha \in \Gamma$ are fixed elements. Define $d: M \rightarrow M$ by $d(x)=a \alpha x-x \alpha a \forall x \in U$. Then for all $y \in U$ and $\beta \in \Gamma$,

$$
\begin{aligned}
d(y \beta y) & =a \alpha(y \beta y)-(y \beta y) \alpha a \\
& =a \alpha y \beta y-y \alpha a \beta y+y \alpha a \beta y-y \beta y \alpha a \\
& =(a \alpha y-y \alpha a) \beta y+y \beta a \alpha y-y \beta y \alpha a \\
& =(a \alpha y-y \alpha a) \beta y+y \beta(a \alpha y-y \alpha a) \\
& =d(y) \beta y+y \beta d(y), \forall y \in U ; \beta \in \Gamma .
\end{aligned}
$$

Therefore, $d$ is a Jordan derivation on $U$. Again for all $x, y \in U$ and $\beta \in \Gamma$, we have

$$
\begin{aligned}
d(x \beta y) & =a \alpha(x \beta y)-(x \beta y) \alpha a \\
& =a \alpha x \beta y-x \alpha a \beta y+x \alpha a \beta y-x \beta y \alpha a \\
& =(a \alpha x-x \alpha a) \beta y+x \beta a \alpha y-x \beta y \alpha a \\
& =(a \alpha x-x \alpha a) \beta y+x \beta(a \alpha y-y \alpha a) \\
& =d(x) \beta y+x \beta d(y), \forall x, y \in U ; \beta \in \Gamma .
\end{aligned}
$$

Hence $d$ is a derivation on $U$ of $M$.

We now give an example of a Jordan derivation on a Lie ideal of a $\Gamma$-ring which is not a derivation on a Lie ideal of a $\Gamma$-ring.

Example 4.1.2. If $U$ is a Lie ideal of $a \Gamma$-ring $M$, and Let $d: M \rightarrow M$ be a derivation on $U$. Suppose $M_{1}=\{(x, x): x \in M\}$ and $\Gamma_{1}=\{(\alpha, \alpha): \alpha \in \Gamma\}$. Define addition and multiplication on $M_{1}$ by

$$
(x, x)+(y, y)=(x+y, x+y) \text { and }(x, x)(\alpha, \alpha)(y, y)=(x \alpha y, x \alpha y)
$$

then $M_{1}$ is a $\Gamma_{1}$-ring. Define $U_{1}=\{(u, u): u \in U\}$, for $u \alpha x-x \alpha u \in U$,

$$
\begin{aligned}
(u, u)(\alpha, \alpha)(x, x)-(x, x)(\alpha, \alpha)(u, u)=(u \alpha x, u \alpha x) & -(x \alpha u, x \alpha u) \\
& =(u \alpha x-x \alpha u, u \alpha x-x \alpha u) \in U_{1}
\end{aligned}
$$

Hence $U_{1}$ is a Lie ideal of $M_{1}$. Define a mapping $D: M_{1} \rightarrow M_{1}$ by $D((x, x))=$ $(d(x), d(x))$. Then it is clear that $D$ is an additive mapping on $U_{1}$ of $M_{1}$. For all

$$
\begin{aligned}
& (u, u) \in U_{1} ;(\alpha, \alpha) \in \Gamma_{1}, \text { we get } \\
& \qquad \begin{aligned}
D((u, u)(\alpha, \alpha)(u, u)) & =D((u \alpha u, u \alpha u)) \\
& =(d(u \alpha u), d(u \alpha u)) \\
& =(d(u) \alpha u+u \alpha d(u), d(u) \alpha u+u \alpha d(u)) \\
& =(d(u) \alpha u, d(u) \alpha u)+(u \alpha d(u), u \alpha d(u)) \\
& =(d(u), d(u))(\alpha, \alpha)(u, u)+(u, u)(\alpha, \alpha)(d(u), d(u)) \\
& =D((u, u))(\alpha, \alpha)(u, u)+(u, u)(\alpha, \alpha) D((u, u)) .
\end{aligned}
\end{aligned}
$$

Therefore, $D$ is a Jordan derivation on $U_{1}$ of $M_{1}$ which is not a derivation on $U_{1}$ of $M_{1}$.

Now, we introduce the concepts of higher derivation and Jordan higher derivation on Lie ideals in $\Gamma$-rings as follows.

Definition 4.1.2. If $D=\left(d_{i}\right)_{i \in \mathbf{N}_{0}}$ is a family of additive mappings on a Lie ideal $U$ of a $\Gamma$-ring $M$ such that $d_{0}=i d_{M}$, where $i d_{M}$ is an identity mapping on $M$ and $\mathbf{N}_{0}$ denotes the set of natural numbers including 0 . Then $D$ is called a higher derivation on a Lie ideal if for each $n \in \mathbf{N}_{0}$ and $i, j \in \mathbf{N}_{0}$,

$$
d_{n}(a \alpha b)=\sum_{i+j=n} d_{i}(a) \alpha d_{j}(b), \forall a, b \in U ; \alpha \in \Gamma,
$$

and $D$ is called a Jordan higher derivation on a Lie ideal if

$$
d_{n}(a \alpha a)=\sum_{i+j=n} d_{i}(a) \alpha d_{j}(a), \forall a \in U ; \alpha \in \Gamma .
$$

Example 4.1.3. Let $R$ be a commutative ring with characteristic 2 having unity element 1. Consider $M=M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{n .1}: n \in \boldsymbol{Z}\right\}$, then $M$ is a $\Gamma$ ring. Let $N=\{(x, x): x \in R\}$, then $N$ is a Lie ideal of $M$. Let $d_{n}: R \rightarrow R$ be a
higher derivation for $n \in \boldsymbol{N}_{0}$. Define $d_{n}: M \rightarrow M$ by $D_{n}((a, b))=\left(d_{n}(a), d_{n}(b)\right)$. Then for each $(a, a),(b, b) \in N$ and $\binom{n}{n} \in \Gamma$, we have

$$
\begin{aligned}
D_{n}\left((a, a)\binom{n}{n}(b, b)\right) & =D_{n}((a n+a n)(b, b)) \\
& =D_{n}(a n b+a n b, a n b+a n b) \\
& =\left(d_{n}(a n b+a n b), d_{n}(a n b+a n b)\right) \\
& =\left(\sum_{i+j=n}\left(d_{i}(a) n d_{j}(b)+d_{i}(a) n d_{j}(b)\right), \sum_{i+j=n}\left(d_{i}(a) n d_{j}(b)+d_{i}(a) n d_{j}(b)\right)\right) \\
& =\sum_{i+j=n}\left(d_{i}(a), d_{i}(a)\right)\binom{n}{n}\left(d_{j}(b), d_{j}(b)\right) \\
& =\sum_{i+j=n} D_{i}((a, a))\binom{n}{n} D_{j}((b, b))
\end{aligned}
$$

Therefore, $D_{n}$ is a higher derivation on a Lie ideal $N$ of $M$.

Example 4.1.4. Suppose $U$ is a Lie ideal of a $\Gamma$-ring $M$. Let $d_{n}: M \rightarrow M$ be a higher derivation on $U$ of $M$, then for each $n \in N_{0}$,

$$
d_{n}(u \alpha v)=\sum_{i+j=n} d_{i}(u) \alpha d_{j}(v), \forall u, v \in U ; \alpha \in \Gamma .
$$

If we consider $M_{1}=\{(x, x): x \in M\}$ and $\Gamma_{1}=\{(\alpha, \alpha): \alpha \in \Gamma\}$. Define addition and multiplication on $M_{1}$ by

$$
(x, x)+(y, y)=(x+y, x+y) \text { and }(x, x)(\alpha, \alpha)(y, y)=(x \alpha y, x \alpha y)
$$

then $M_{1}$ is a $\Gamma_{1}$-ring. Also, define $U_{1}=\{(u, u): u \in U\}$, then for $u \alpha x-x \alpha u \in U$,

$$
\begin{aligned}
(u, u)(\alpha, \alpha)(x, x)-(x, x)(\alpha, \alpha)(u, u)=(u \alpha x, u \alpha x)- & (x \alpha u, x \alpha u) \\
& =(u \alpha x-x \alpha u, u \alpha x-x \alpha u) \in U_{1} .
\end{aligned}
$$

Hence $U_{1}$ is a Lie ideal of $M_{1}$. Now, define a mapping $D_{n}: M_{1} \rightarrow M_{1}$ by $D_{n}((x, x))=$ $\left(d_{n}(x), d_{n}(x)\right)$. Then for all $(u, u) \in U_{1}$ and $(\alpha, \alpha) \in \Gamma_{1}$, we have

$$
\begin{aligned}
D_{n}((u, u)(\alpha, \alpha)(u, u)) & =D_{n}(u \alpha u, u \alpha u) \\
& =\left(d_{n}(u \alpha u), d_{n}(u \alpha u)\right) \\
& =\left(\sum_{i+j=n} d_{i}(u) \alpha d_{j}(u), \sum_{i+j=n} d_{i}(u) \alpha d_{j}(u)\right) \\
& =\sum_{i+j=n}\left(d_{i}(u), d_{i}(u)\right)(\alpha, \alpha)\left(d_{j}(u), d_{j}(u)\right) \\
& =\sum_{i+j=n} D_{i}((u, u))(\alpha, \alpha) D_{j}((u, u)) .
\end{aligned}
$$

Therefore, $D_{n}$ is a Jordan higher derivation on a Lie ideal $U_{1}$ of $M_{1}$. Also, we have seen that it is not a higher derivation on a Lie ideal $U_{1}$ of $M_{1}$.

Throughout this chapter (until otherwise stated), $M$ is a 2 -torsion free $\Gamma$-ring satisfying the condition $\left(^{*}\right), a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M ; \alpha, \beta \in \Gamma$, and $U$ is a Lie ideal of $M$.

### 4.2 Jordan Derivations on Lie Ideals of Prime $\Gamma$ Rings

Our purpose in this section is to prove our main results stated at the beginning of this chapter. In order to prove these results we have to determine some essential Lemmas as bellow.

Lemma 4.2.1. Let $U$ be a Lie ideal of a $\Gamma$-ring $M$ such that $u \alpha u \in U$ for all $u \in U$ and $\alpha \in \Gamma$. If $d$ is a Jordan derivation on $U$ of $M$, then for all $u, v, w \in U$ and $\alpha, \beta \in \Gamma$, the following statements hold:
$(i) d(u \alpha v+v \alpha u)=d(u) \alpha v+d(v) \alpha u+u \alpha d(v)+v \alpha d(u)$;
$(i i) d(u \alpha v \beta u+u \beta v \alpha u)=d(u) \alpha v \beta u+d(u) \beta v \alpha u+u \alpha d(v) \beta u+u \beta d(v) \alpha u+u \alpha v \beta d(u)+$ $u \beta v \alpha d(u)$.

In particular, if $M$ is 2-torsion free and satisfies the condition (*), then
(iii) $d(u \alpha v \beta u)=d(u) \alpha v \beta u+u \alpha d(v) \beta u+u \alpha v \beta d(u)$;
(iv) $d(u \alpha v \beta w+w \alpha v \beta u)=d(u) \alpha v \beta w+d(w) \alpha v \beta u+u \alpha d(v) \beta w+w \alpha d(v) \beta u+u \alpha v \beta d(w)+$ $w \alpha v \beta d(u)$.

Proof. (i) Since $U$ is a Lie ideal satisfying the condition $u \alpha u \in U$ for all $u \in U ; \alpha \in \Gamma$. For $u, v \in U ; \alpha \in \Gamma$, we have $(u \alpha v+v \alpha u)=(u+v) \alpha(u+v)-(u \alpha u+v \alpha v)$ this implies $(u \alpha v+v \alpha u) \in U$. Also, $[u, v]_{\alpha}=u \alpha v-v \alpha u \in U$ and it follows that $2 u \alpha v \in U$. Hence $4 u \alpha v \beta w=2(2 u \alpha v) \beta w \in U$ for all $u, v, w \in U$ and $\alpha, \beta \in \Gamma$.

Therefore,

$$
\begin{aligned}
d(u \alpha v+v \alpha u) & =d((u+v) \alpha(u+v)-(u \alpha u+v \alpha v)) \\
& =d(u+v) \alpha(u+v)+(u+v) \alpha d(u+v)-d(u) \alpha u-u \alpha d(u)-d(v) \alpha v-v \alpha d(v) \\
& =d(u) \alpha u+d(u) \alpha v+d(v) \alpha u+d(v) \alpha v+u \alpha d(u)+u \alpha d(v)+v \alpha d(u)+v \alpha d(v) \\
& -d(u) \alpha u-u \alpha d(u)-d(v) \alpha v-v \alpha d(v) \\
& =d(u) \alpha v+u \alpha d(v)+d(v) \alpha u+v \alpha d(u) .
\end{aligned}
$$

(ii) Replacing $u \beta v+v \beta u$ for $v$ in (i) and using this, we get

$$
\begin{aligned}
& d(u \alpha(u \beta v+v \beta u)+(u \beta v+v \beta u) \alpha u)=d(u) \alpha(u \beta v+v \beta u)+u \alpha d(u \beta v+v \beta u) \\
& +d(u \beta v+v \beta u) \alpha u+(u \beta v+v \beta u) \alpha d(u) . \\
& \Rightarrow d((u \alpha u) \beta v+v \beta(u \alpha u))+d(u \alpha v \beta u+u \beta v \alpha u)=d(u) \alpha(u \beta v+v \beta u)+u \alpha(d(u) \beta v+u \beta d(v) \\
& +d(v) \beta u+v \beta d(u))+(d(u) \beta v+u \beta d(v)+d(v) \beta u+v \beta d(u)) \alpha u+u \beta v \alpha d(u)+v \beta u \alpha d(u) .
\end{aligned}
$$

This implies,

$$
\begin{aligned}
& d(u \alpha u) \beta v+(u \alpha u) \beta d(v)+d(v) \beta(u \alpha u)+v \beta d(u \alpha u)+d(u \alpha v \beta u+u \beta v \alpha u) \\
&= d(u) \alpha u \beta v+d(u) \alpha v \beta u+u \alpha d(u) \beta v+u \alpha u \beta d(v)+u \alpha d(v) \beta u+u \alpha v \beta d(u) \\
&+d(u) \beta v \alpha u+u \beta d(v) \alpha u+d(v) \beta u \alpha u+v \beta d(u) \alpha u+u \beta v \alpha d(u)+v \beta u \alpha d(u) .
\end{aligned}
$$

This implies,

$$
\begin{gathered}
d(u) \alpha u \beta v+u \alpha d(u) \beta v+u \alpha u \beta d(v)+d(v) \beta u \alpha u+v \beta d(u) \alpha u+v \beta u \alpha d(u)+d(u \alpha v \beta u+u \beta v \alpha u) \\
=d(u) \alpha u \beta v+d(u) \alpha v \beta u+u \alpha d(u) \beta v+u \alpha u \beta d(v)+u \alpha d(v) \beta u+u \alpha v \beta d(u)+d(u) \beta v \alpha u \\
+u \beta d(v) \alpha u+d(v) \beta u \alpha u+v \beta d(u) \alpha u+u \beta v \alpha d(u)+v \beta u \alpha d(u) .
\end{gathered}
$$

Now, cancelling the like terms from both sides we get the required result. Using the condition $\left(^{*}\right)$ and since $M$ is 2-torsion free, (iii) follows from (ii). And finally (iv) is obtained by replacing $u+w$ for $u$ in (iii).

Definition 4.2.1. Let $U$ be a Lie ideal of a $\Gamma$-ring $M$, and $d$ be a Jordan derivation on $U$ of $M$. We define $\phi_{\alpha}(u, v)=d(u \alpha v)-d(u) \alpha v-u \alpha d(v)$ for all $u, v \in U$ and $\alpha \in \Gamma$.

Remark 4.2.1. $d$ is a derivation on $U$ of $M$ if and only if $\phi_{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$.

As immediate consequences emanated from the definition of $\phi_{\alpha}(u, v)$, we have

Lemma 4.2.2. If $d$ is a Jordan derivation on $U$ of $M$, then for all $u, v, w \in U$ and $\alpha, \beta \in \Gamma,(i) \phi_{\alpha}(u, v)=-\phi_{\alpha}(v, u) ;(i i) \phi_{\alpha}(u+w, v)=\phi_{\alpha}(u, v)+\phi_{\alpha}(w, v) ;$
$(i i i) \phi_{\alpha}(u, v+w)=\phi_{\alpha}(u, v)+\phi_{\alpha}(u, w) ;(i v) \phi_{\alpha+\beta}(u, v)=\phi_{\alpha}(u, v)+\phi_{\beta}(u, v)$.

Proof. The proof of this lemma is immediate from Lemma 2.2.2 if in the statement of the lemma we replace $G_{\alpha}$ by $\phi_{\alpha}$ and $a, b, c \in M$ by $u, v, w \in U$.

Lemma 4.2.3. Let $U$ be an admissible Lie ideal of $M$. If $d$ is a Jordan derivation on $U$ of $M$, then $\phi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \phi_{\alpha}(u, v)=0$, for all $u, v, w \in U$ and $\alpha, \beta, \gamma \in \Gamma$.

Proof. $U$ is an admissible Lie ideal of $M$. Thus, for all $u \in U ; \alpha \in \Gamma, u \alpha u \in U$. If $u, v \in U$ and $\alpha \in \Gamma$, then $(u \alpha v+v \alpha u)=(u+v) \alpha(u+v)-(u \alpha u+v \alpha v)$ this implies, $(u \alpha v+v \alpha u) \in U$. In addition, $[u, v]_{\alpha}=u \alpha v-v \alpha u \in U$ and therefore $2 u \alpha v \in U$ and $4 u \alpha v \beta w=2(2 u \alpha v) \beta w \in U$, for all $u, v, w \in U, \alpha, \beta \in \Gamma$. Now, let
$x=4(u \alpha v \beta w \gamma v \alpha u+v \alpha u \beta w \gamma u \alpha v)$. Then using Lemma 4.2.1(iv), we have

$$
\begin{aligned}
& d(x)=d((2 u \alpha v) \beta w \gamma(2 v \alpha u)+(2 v \alpha u) \beta w \gamma(2 u \alpha v)) \\
& =d(2 u \alpha v) \beta w \gamma(2 v \alpha u)+2 u \alpha v \beta d(w) \gamma 2 v \alpha u+2 u \alpha v \beta w \gamma d(2 v \alpha u)+d(2 v \alpha u) \beta w \gamma(2 u \alpha v) \\
& \quad+2 v \alpha u \beta d(w) \gamma 2 u \alpha v+2 v \alpha u \beta w \gamma d(2 u \alpha v) .
\end{aligned}
$$

On the other hand, using Lemma 4.2.1(iii), we have

$$
\begin{aligned}
& d(x)=d(u \alpha(4 v \beta w \gamma v) \alpha u+v \alpha(4 u \beta w \gamma u) \alpha v) \\
& \begin{array}{r}
=d(u) \alpha 4 v \beta w \gamma v \alpha u+u \alpha d(4 v \beta w \gamma v) \alpha u+u \alpha 4 v \beta w \gamma v \alpha d(u)+d(v) \alpha 4 u \beta w \gamma u \alpha v \\
\\
\quad+v \alpha d(4 u \beta w \gamma u) \alpha v
\end{array}+v \alpha 4 u \beta w \gamma u \alpha d(v) \\
& =4 d(u) \alpha v \beta w \gamma v \alpha u+4 u \alpha d(v) \beta w \gamma v \alpha u+4 u \alpha v \beta d(w) \gamma v \alpha u+4 u \alpha v \beta w \gamma d(v) \alpha u \\
& +4 u \alpha v \beta w \gamma v \alpha d(u)+4 d(v) \alpha u \beta w \gamma u \alpha v+4 v \alpha d(u) \beta w \gamma u \alpha v+4 v \alpha u \beta d(w) \gamma u \alpha v \\
& \\
& +4 v \alpha u \beta w \gamma d(u) \alpha v+4 v \alpha u \beta w \gamma \alpha \alpha d(v) .
\end{aligned}
$$

Comparing the two right sides of $d(x)$, we obtain

$$
\begin{aligned}
& 4(d(u \alpha v) \beta w \gamma v \alpha u+d(v \alpha u) \beta w \gamma u \alpha v+u \alpha v \beta w \gamma d(v \alpha u)+v \alpha u \beta w \gamma d(u \alpha v)) \\
& =4(d(u) \alpha v \beta w \gamma v \alpha u+u \alpha d(v) \beta w \gamma v \alpha u+d(v) \alpha u \beta w \gamma u \alpha v+v \alpha d(u) \beta w \gamma u \alpha v \\
& \quad+u \alpha v \beta w \gamma d(v) \alpha u+u \alpha v \beta w \gamma v \alpha d(u)+v \alpha u \beta w \gamma d(u) \alpha v+v \alpha u \beta w \gamma u \alpha d(v)) .
\end{aligned}
$$

This yields,

$$
\begin{gathered}
4((d(u \alpha v)-d(u) \alpha v-u \alpha d(v)) \beta w \gamma v \alpha u+(d(v \alpha u)-d(v) \alpha u-v \alpha d(u)) \beta w \gamma u \alpha v+ \\
u \alpha v \beta w \gamma(d(v \alpha u)-d(v) \alpha u-v \alpha d(u))+v \alpha u \beta w \gamma(d(u \alpha v)-d(u) \alpha v-u \alpha d(v)))=0 .
\end{gathered}
$$

Using the Definition 4.2.1, this implies

$$
4\left(\phi_{\alpha}(u, v) \beta w \gamma v \alpha u+\phi_{\alpha}(v, u) \beta w \gamma u \alpha v+u \alpha v \beta w \gamma \phi_{\alpha}(v, u)+v \alpha u \beta w \gamma \phi_{\alpha}(u, v)\right)=0 .
$$

Using Lemma 4.2.2(i), we get

$$
\begin{aligned}
& 4\left(\phi_{\alpha}(u, v) \beta w \gamma v \alpha u-\phi_{\alpha}(u, v) \beta w \gamma u \alpha v-u \alpha v \beta w \gamma \phi_{\alpha}(u, v)+v \alpha u \beta w \gamma \phi_{\alpha}(u, v)\right)=0 . \\
\Rightarrow & -4\left(\phi_{\alpha}(u, v) \beta w \gamma(u \alpha v-v \alpha u)+(u \alpha v-v \alpha u) \beta w \gamma \phi_{\alpha}(u, v)\right)=0 . \\
\Rightarrow & 4\left(\phi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \phi_{\alpha}(u, v)\right)=0 .
\end{aligned}
$$

Since $M$ is 2-torsion free, we get $\phi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \phi_{\alpha}(u, v)=0$, for all $u, v, w \in U ; \alpha, \beta, \gamma \in \Gamma$.

In the rest of this section, $M$ represents a prime $\Gamma$-ring.
Lemma 4.2.4. ([18], Lemma 1) Assume that $U$ is a Lie ideal of $M$ with $U \nsubseteq Z(M)$. Then there exists an ideal $I$ of $M$ such that $[I, M]_{\Gamma} \subseteq U$ but $[I, M]_{\Gamma}$ is not contained in $Z(M)$.

Proof. Since $M$ is 2-torsion free and $U$ is not contained in $Z(M)$, it follows from the result in $[1]$ that $[U, U]_{\Gamma} \neq 0$ and $[I, M]_{\Gamma} \subseteq U$, where $I=I \Gamma[U, U]_{\Gamma} \Gamma M \neq 0$ is an ideal of $M$ generated by $[U, U]_{\Gamma}$. Now, $U$ is not contained in $Z(M)$ implies that $[I, M]_{\Gamma}$ is not contained in $Z(M)$; for if $[I, M]_{\Gamma} \subseteq Z(M)$, then $\left[I,[I, M]_{\Gamma}\right]_{\Gamma}=0$, which implies that $I \subseteq Z(M)$ and hence $I \neq 0$ is an ideal of $M$, so $M=Z(M)$.

Lemma 4.2.5. ([18], Lemma 2) Let $U$ be a Lie ideal of $M$ such that $U \nsubseteq Z(M)$. If $a, b \in M$ (resp. $b \in U$ and $a \in M$ ) and $a \alpha U \beta b=0$, for all $\alpha, \beta \in \Gamma$, then $a=0$ or $b=0$.

Proof. By Lemma 4.2.4, there exists an ideal $I$ of $M$ such that $[I, M]_{\Gamma} \subseteq U$ and $[I, M]_{\Gamma}$ is not contained in $Z(M)$. Now take $u \in U, c \in I, m \in M$ and $\alpha, \beta, \gamma \in \Gamma$, we have $[c \alpha a \beta u, m]_{\Gamma} \in[I, M]_{\Gamma} \subseteq U$ and so $0=a \delta[c \alpha a \beta u, m]_{\gamma} \mu b$, for all $\delta, \mu \in \Gamma$.
$=a \delta[c \alpha a, m]_{\gamma} \beta u \mu b+a \delta c \alpha a \beta[u, m]_{\gamma} \mu b$, by using $\left({ }^{*}\right)$
$=a \delta[c \alpha a, m]_{\gamma} \beta u \mu b$, since $a \beta[u, m]_{\gamma} \mu b \in a \beta U \mu b$
$=a \delta(c \alpha a \gamma m-m \gamma c \alpha a) \beta u \mu b$
$=a \delta c \alpha a \gamma m \beta u \mu b-a \delta m \gamma c \alpha a \beta u \mu b$
$=a \delta c \alpha a \gamma m \beta u \mu b$, by using assumption $a \beta u \mu b=0$. Thus $a \delta I \alpha a \gamma M \beta U \mu b=0$.
If $a \neq 0$, then by the primeness of $M, U \mu b=0$. Now, if $u \in U$ and $m \in M$, then $[u, m]_{\alpha} \in U$ for all $\alpha \in \Gamma$. Hence $[u, m]_{\alpha} \beta b=0$ for all $\beta \in \Gamma$. Since $m \alpha u \beta b=0$, so $u \alpha m \beta b=0$. But $U \neq 0$, we must have $b=0$. Similarly, it can be shown that if $b \neq 0$, then $a=0$.

Lemma 4.2.6. Assume that $U$ is an admissible Lie ideal of $M$. If $a, b \in M$ (resp. $a \in M$ and $b \in U)$ such that $a \alpha x \beta b+b \alpha x \beta a=0$ for all $x \in U$ and $\alpha, \beta \in \Gamma$, then $a \alpha x \beta b=b \alpha x \beta a=0$.

Proof. For $x, y \in U$ and using the relation $a \alpha x \beta b=-b \alpha x \beta a$ three times, we obtain

$$
\begin{aligned}
& 4 a \alpha x \beta b \gamma y \delta a \alpha x \beta b=-4 b \alpha x \beta a \gamma y \delta a \alpha x \beta b=-b \alpha(4 x \beta a \gamma y) \delta a \alpha x \beta b \\
& \quad=a \alpha(4 x \beta a \gamma y) \delta b \alpha x \beta b=4 a \alpha x \beta(a \gamma y \delta b) \alpha x \beta b=-4 a \alpha x \beta b \gamma y \delta a \alpha x \beta b .
\end{aligned}
$$

Therefore,

$$
8 a \alpha x \beta b \gamma y \delta a \alpha x \beta b=0 .
$$

By the 2-torsion freeness of $M,(a \alpha x \beta b) \gamma y \delta(a \alpha x \beta b)=0$. By Lemma 4.2.5, we get $a \alpha x \beta b=0$. Similarly, it can be shown that $b \alpha x \beta a=0$.

Lemma 4.2.7. Let $U$ be an admissible Lie ideal of $M$; $G_{1}, G_{2}, \ldots, G_{n}$ be additive groups; $S: G_{1} \times G_{2} \times \ldots \times G_{n} \rightarrow M$ and $T: G_{1} \times G_{2} \times \ldots \times G_{n} \rightarrow M$ be mappings which are additive in each argument. If $S_{\alpha}\left(a_{1}, \ldots, a_{n}\right) \beta x \gamma T_{\alpha}\left(a_{1}, \ldots, a_{n}\right)=0$ for every
$x \in U ; a_{i} \in G_{i}, i=1,2, \ldots, n ; \alpha, \beta, \gamma \in \Gamma$, then $S_{\alpha}\left(a_{1}, \ldots, a_{n}\right) \beta x \gamma T_{\delta}\left(b_{1}, \ldots, b_{n}\right)=0$ for every $b_{i} \in G_{i}, i=1,2, \ldots, n$.

Proof. It suffices to prove the case $n=1$. The general proof is obtained by induction on $n$. If $S_{\alpha}(a) \beta x \gamma T_{\alpha}(a)=0$ for every $u \in U, a \in G_{1}$, we get

$$
\left(T_{\alpha}(a) \beta x \gamma S_{\alpha}(a)\right) \mu y \nu\left(T_{\alpha}(a) \beta x \gamma S_{\alpha}(a)\right)=0, \forall x, y \in U, \mu, \nu \in \Gamma .
$$

Then by Lemma 4.2.5, $T_{\alpha}(a) \beta x \gamma S_{\alpha}(a)=0$ for every $x \in U, a \in G_{1}$ and $\alpha, \beta, \gamma \in \Gamma$. Now, linearizing $S_{\alpha}(a) \beta x \gamma T_{\alpha}(a)=0$, we obtain

$$
S_{\alpha}(a) \beta x \gamma T_{\alpha}(b)+S_{\alpha}(b) \beta x \gamma T_{\alpha}(a)=0, \forall x \in U, a, b \in G_{1} .
$$

So, for all $x, y \in U$,

$$
\left(S_{\alpha}(a) \beta x \gamma T_{\alpha}(b)\right) \mu y \nu\left(\left(S_{\alpha}(a) \beta x \gamma T_{\alpha}(b)\right)=-S_{\alpha}(a) \beta x \gamma T_{\alpha}(b) \mu y \nu S_{\alpha}(b) \beta x \gamma T_{\alpha}(a)=0 .\right.
$$

Thus, by Lemma 4.2.5, $S_{\alpha}(a) \beta x \gamma T_{\alpha}(b)=0$. Similarly, we can prove that $T_{\alpha}(b) \beta x \gamma S_{\alpha}(a)=0$ for all $a, b \in G_{1}$ and $\alpha, \beta, \gamma \in \Gamma$. Putting $\alpha+\delta$ for $\alpha$ in the equation $S_{\alpha}(a) \beta x \gamma T_{\alpha}(b)=0$ and using Lemma 4.2.2(iv) $S_{\alpha}(a) \beta x \gamma T_{\delta}(b)+S_{\delta}(a) \beta x \gamma T_{\alpha}(b)=0$. Therefore, we have

$$
\left(S_{\alpha}(a) \beta x \gamma T_{\delta}(b)\right) \mu y \nu\left(S_{\alpha}(a) \beta x \gamma T_{\delta}(b)\right)=-S_{\alpha}(a) \beta x \gamma T_{\delta}(b) \mu y \nu S_{\delta}(a) \beta x \gamma T_{\alpha}(b)=0
$$

Hence, by Lemma 4.2.5, $S_{\alpha}(a) \beta x \gamma T_{\delta}(b)=0$.

We have all ideas for the proof at hand now.

Theorem 4.2.8. Assume that $U$ is an admissible Lie ideal of $M$. If $d: M \rightarrow M$ is a Jordan derivation on $U$ of $M$, then $d(u \alpha v)=d(u) \alpha v+u \alpha d(v)$ for all $u, v \in U, \alpha \in \Gamma$.

Proof. By Lemma 4.2.3, we have $\phi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \phi_{\alpha}(u, v)=0$ for all $u, v, w \in U$ and $\alpha, \beta, \gamma \in \Gamma$. Using Lemmas 4.2.6 and 4.2.7, we have
$\phi_{\alpha}(u, v) \beta w \gamma[x, y]_{\delta}=0$ for all $u, v, w, x, y \in U$ and $\alpha, \beta, \gamma, \delta \in \Gamma$. Since $U$ is an admissible Lie ideal of $M$, so, $[x, y]_{\delta} \neq 0$. Hence by Lemma 4.2.5, $\phi_{\alpha}(u, v)=0$.

Theorem 4.2.9. Let $U$ be a commutative Lie ideal of $M$ such that $u \alpha u \in U$ for all $u \in U$ and $\alpha \in \Gamma$. Then every Jordan derivation on $U$ of $M$ is a derivation on $U$ of $M$.

Proof. Suppose $U$ is a commutative Lie ideal of $M$. Then for every $u \in U, x \in M$ and $\alpha \in \Gamma$, we have $\left[u,[u, x]_{\alpha}\right]_{\alpha}=0$. For every $z \in M$, we have $x \beta z \in M$ for every $\beta \in \Gamma$. Replacing $x$ by $x \beta z$, we obtain

$$
\begin{aligned}
0 & =\left[u,[u, x \beta z]_{\alpha}\right]_{\alpha} \\
& =\left[u, x \beta[u, z]_{\alpha}+[u, x]_{\alpha} \beta z\right]_{\alpha} \\
& =\left[u, x \beta[u, z]_{\alpha}\right]_{\alpha}+\left[u,[u, x]_{\alpha} \beta z\right]_{\alpha} \\
& =x \beta\left[u,[u, z]_{\alpha}\right]_{\alpha}+[u, x]_{\alpha} \beta[u, z]_{\alpha}+\left[u,[u, x]_{\alpha}\right]_{\alpha} \beta z+[u, x]_{\alpha} \beta[u, z]_{\alpha} \\
& =2[u, x]_{\alpha} \beta[u, z]_{\alpha} .
\end{aligned}
$$

By the 2-torsion freeness of $M$, we obtain $[u, x]_{\alpha} \beta[u, z]_{\alpha}=0$. Now, replacing $z$ by $z \gamma m$ for every $m \in M, \gamma \in \Gamma$, we obtain

$$
\begin{aligned}
0 & =[u, x]_{\alpha} \beta[u, z \gamma m]_{\alpha} \\
& =[u, x]_{\alpha} \beta z \gamma[u, m]_{\alpha}+[u, x]_{\alpha} \beta[u, z]_{\alpha} \gamma m \\
& =[u, x]_{\alpha} \beta z \gamma[u, m]_{\alpha} .
\end{aligned}
$$

Since $M$ is prime, $[u, x]_{\alpha}=0$, or $[u, m]_{\alpha}=0$, for all $x, m \in M$. In either case, $U \subseteq Z(M)$. Hence by Lemma 4.2.1(i), we have $2 d(a \alpha b)=2(d(a) \alpha b+a \alpha d(b))$ for all $a, b \in U$ and $\alpha \in \Gamma$. By the 2-torsion freeness of $M$, we get $d(a \alpha b)=d(a) \alpha b+a \alpha d(b)$ for all $a, b \in U$ and $\alpha \in \Gamma$.

### 4.3 Jordan Higher Derivations on Lie Ideals of Prime $\Gamma$-Rings

Here, we determine a number of very significant consequences relating to the concept of Jordan higher derivations on Lie ideals of a prime $\Gamma$-ring to extend the results stated at the beginning of this chapter following $[15,17]$ in classical ring theory to $\Gamma$-ring theory.

Lemma 4.3.1. Let $U$ be a Lie ideal of a $\Gamma$-ring $M$ such that uau $\in U$ for all $u \in U$ and $\alpha \in \Gamma$. If $D=\left(d_{i}\right)_{i \in N}$ is a Jordan higher derivation on $U$. Then for all $u, v, w \in U ; \alpha, \beta \in \Gamma$ and $n \in N:$
(i) $d_{n}(u \alpha v+v \alpha u)=\sum_{i+j=n}\left[d_{i}(u) \alpha d_{j}(v)+d_{i}(v) \alpha d_{j}(u)\right]$
(ii) $d_{n}(u \alpha v \beta u)=\sum_{i+j+k=n}\left[d_{i}(u) \alpha d_{j}(v) \beta d_{k}(u)\right]$
(iii) $d_{n}(u \alpha v \beta w+w \alpha v \beta u)=\sum_{i+j+k=n}\left[d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w)+d_{i}(w) \alpha d_{j}(v) \beta d_{k}(u)\right]$.

Proof. The proofs of (i) and (ii) are similar to the corresponding proofs of Lemma 4.2.1(i) and Lemma 4.2.1(iii). Replacing $u$ by $u+w$ in (ii), we obtain $S=d_{n}((u+$ $w) \alpha v \beta(u+w))$ and compute this, using (ii). It follows that

$$
\begin{aligned}
& \quad S=d_{n}((u+w) \alpha v \beta(u+w)) \\
& =\sum_{i+j+k=n} d_{i}(u) \alpha d_{j}(v) \beta d_{k}(u)+\sum_{i+j+k=n} d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w)+\sum_{i+j+k=n} d_{i}(w) \alpha d_{j}(v) \beta d_{k}(u) \\
& \quad+\sum_{i+j+k=n} d_{i}(w) \alpha d_{j}(v) \beta d_{k}(w) .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
& S=d_{n}(u \alpha v \beta u)+d_{n}(w \alpha v \beta w)+d_{n}(u \alpha v \beta w+w \alpha v \beta u) \\
= & \sum_{i+j+k=n} d_{i}(u) \alpha d_{j}(v) \beta d_{k}(u)+\sum_{i+j+k=n} d_{i}(w) \alpha d_{j}(v) \beta d_{k}(w)+d_{n}(u \alpha v \beta w+w \alpha v \beta u) .
\end{aligned}
$$

By comparing the two results for $S$, we obtain (iii).

Definition 4.3.1. If $U$ is a Lie ideal of a $\Gamma$-ring $M$. For every Jordan higher derivation $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ on $U$ of $M$, we define $\phi_{n}^{\alpha}(u, v)=d_{n}(u \alpha v)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(v)$, for all $u, v \in U ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Remark 4.3.1. $\phi_{n}^{\alpha}(u, v)=0$ for all $u, v \in U ; \alpha \in \Gamma$ and $n \in \mathbf{N}$ if and only if $D$ is a higher derivation on $U$ of $M$.

The following results will be used in the next lemma.

Lemma 4.3.2. For every $u, v, w \in U ; \alpha, \beta \in \Gamma$ and $n \in \boldsymbol{N}$,

$$
\begin{aligned}
(i) \phi_{n}^{\alpha}(u, v)+\phi_{n}^{\alpha}(v, u) & =0 ;(i i) \phi_{n}^{\alpha}(u+v, w)=\phi_{n}^{\alpha}(u, w)+\phi_{n}^{\alpha}(v, w) \\
(i i i) \phi_{n}^{\alpha}(u, v+w) & =\phi_{n}^{\alpha}(u, v)+\phi_{n}^{\alpha}(u, w) ;(i v) \phi_{n}^{\alpha+\beta}(u, v)=\phi_{n}^{\alpha}(u, v)+\phi_{n}^{\beta}(u, v) .
\end{aligned}
$$

The proofs are obvious from the Definition 4.3.1

Lemma 4.3.3. Let $U$ be an admissible Lie ideal of a 2-torsion free $\Gamma$-ring $M$, and let $D=\left(d_{i}\right)_{i \in N}$ be a Jordan higher derivation on $U$ of $M$. Let $n \in \boldsymbol{N}$ and assume that $u, v \in U ; \alpha, \beta, \gamma \in \Gamma$. If $\phi_{m}^{\alpha}(u, v)=0$, for every $m<n$, then $\phi_{n}^{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+$ $[u, v]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(u, v)=0$, for every $w \in U$.

Proof. Since $U$ is an admissible Lie ideal of $M$. Hence, for all $u, v \in U$ and $\alpha \in$ $\Gamma,(u \alpha v+v \alpha u)=(u+v) \alpha(u+v)-(u \alpha u+v \alpha v)$ so, $(u \alpha v+v \alpha u) \in U$. Now $[u, v]_{\alpha}=$
$u \alpha v-v \alpha u \in U$, and therefore $2 u \alpha v \in U$ and $4 u \alpha v \beta w=2(2 u \alpha v) \beta w \in U$ for all $u, v, w \in U ; \alpha, \beta \in \Gamma$. Let $A=d_{n}(4 u \alpha v \beta w \gamma v \alpha u+4 v \alpha u \beta w \gamma u \alpha v)$. First, using Lemma 4.3.1(ii), we obtain

$$
\begin{aligned}
& A= d_{n}(u \alpha(4 v \beta w \gamma v) \alpha u)+d_{n}(v \alpha(4 u \beta w \gamma u) \alpha v) \\
&=4 \sum_{i+p+l=n}\left(d_{i}(u) \alpha d_{p}(v \beta w \gamma v) \alpha d_{l}(u)\right)+4 \sum_{i+p+l=n}\left(d_{i}(v) \alpha d_{p}(u \beta w \gamma u) \alpha d_{l}(v)\right) \\
&=4 \sum_{i+j+k+h+l=n} d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) \gamma d_{h}(v) \alpha d_{l}(u)+4 \sum_{i+j+k+h+l=n} d_{i}(v) \alpha d_{j}(u) \beta d_{k}(w) \gamma d_{h}(u) \alpha d_{l}(v)
\end{aligned}
$$

Now, using Lemma 4.3.1(iii), we get

$$
\begin{aligned}
A=d_{n} & ((2 u \alpha v) \beta w \gamma(2 v \alpha u)+(2 v \alpha u) \beta w \gamma(2 u \alpha v)) \\
& =\sum_{r+s+t=n}\left(d_{r}(2 u \alpha v) \beta d_{s}(w) \gamma d_{t}(2 v \alpha u)+d_{r}(2 v \alpha u) \beta d_{s}(w) \gamma d_{t}(2 u \alpha v)\right) \\
& =4 \sum_{r+s+t=n}\left(d_{r}(u \alpha v) \beta d_{s}(w) \gamma d_{t}(v \alpha u)\right)+4 \sum_{r+s+t=n}\left(d_{r}(v \alpha u) \beta d_{s}(w) \gamma d_{t}(u \alpha v)\right) .
\end{aligned}
$$

Comparing both the expressions for $A$, we obtain

$$
\begin{align*}
& \sum_{i+j+k+h+l=n}\left(d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) \gamma d_{h}(v) \alpha d_{l}(u)\right)-\sum_{r+s+t=n}\left(d_{r}(u \alpha v) \beta d_{s}(w) \gamma d_{t}(v \alpha u)\right) \\
+ & \sum_{i+j+k+h+l=n}\left(d_{i}(v) \alpha d_{j}(u) \beta d_{k}(w) \gamma d_{h}(u) \alpha d_{l}(v)\right)-\sum_{r+s+t=n}\left(d_{r}(v \alpha u) \beta d_{s}(w) \gamma d_{t}(u \alpha v)\right)=0 . \tag{4.1}
\end{align*}
$$

By the assumption, we have $d_{m}(x \alpha y)=\sum_{i+j=m} d_{i}(x) \alpha d_{j}(y)$, when $m<n$, for $x=$
$u, v$ and $y=v, u$. Consequently,

$$
\begin{gather*}
\sum_{i+j+k+h+l=n}\left(d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) \gamma d_{h}(v) \alpha d_{l}(u)\right)-\sum_{r+s+t=n}\left(d_{r}(u \alpha v) \beta d_{s}(w) \gamma d_{t}(v \alpha u)\right) \\
=\left(\sum_{i+j=n} d_{i}(u) \alpha d_{j}(v)\right) \beta w \gamma v \alpha u+u \alpha v \beta w \gamma\left(\sum_{h+l=n} d_{h}(v) \alpha d_{l}(u)\right) \\
+\sum_{i+j+k+h+l=n}^{i+j<n, h+l<n}\left(d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) \gamma d_{h}(v) \alpha d_{l}(u)\right)-d_{n}((u \alpha v) \beta w \gamma(v \alpha u) \\
-(u \alpha v) \beta w \gamma d_{n}(v \alpha u)-\sum_{r+s+t=n}^{i+j=r<n, p+q=t<n}\left(d_{i}(u) \alpha d_{j}(v) \beta d_{s}(w) \gamma d_{p}(v) \alpha d_{q}(u)\right) \\
=-\left(d_{n}\left((u \alpha v)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(v)\right) \beta(w \gamma v \alpha u)-(u \alpha v \beta w) \gamma\left(d_{n}(v \alpha u)-\sum_{h+l=n} d_{h}(v) \alpha d_{l}(u)\right)\right. \\
=-\left(\phi_{n}^{\alpha}(u, v) \beta w \gamma \alpha \alpha u+u \alpha v \beta w \gamma \phi_{n}^{\alpha}(v, u)\right) . \tag{4.2}
\end{gather*}
$$

Similarly,

$$
\begin{array}{r}
\sum_{i+j+k+h+l=n}\left(d_{i}(v) \alpha d_{j}(u) \beta d_{k}(w) \gamma d_{h}(u) \alpha d_{l}(v)\right)-\sum_{r+s+t=n}\left(d_{r}(v \alpha u) \beta d_{s}(w) \gamma d_{t}(u \alpha v)\right) \\
=-\left(\phi_{n}^{\alpha}(v, u) \beta w \gamma u \alpha v+v \alpha u \beta w \gamma \phi_{n}^{\alpha}(u, v)\right) . \tag{4.3}
\end{array}
$$

Hence, by using (4.2) and (4.3) in (4.1), we get

$$
\phi_{n}^{\alpha}(u, v) \beta w \gamma v \alpha u+u \alpha v \beta w \gamma \phi_{n}^{\alpha}(v, u)+\phi_{n}^{\alpha}(v, u) \beta w \gamma u \alpha v+v \alpha u \beta w \gamma \phi_{n}^{\alpha}(u, v)=0 .
$$

By Lemma 4.3.2(i), we have

$$
\phi_{n}^{\alpha}(u, v) \beta w \gamma v \alpha u-u \alpha v \beta w \gamma \phi_{n}^{\alpha}(u, v)-\phi_{n}^{\alpha}(u, v) \beta w \gamma u \alpha v+v \alpha u \beta w \gamma \phi_{n}^{\alpha}(u, v)=0 .
$$

This implies,

$$
\phi_{n}^{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(u, v)=0, \forall w \in U .
$$

Now, we are ready to prove our main results.
Theorem 4.3.4. Let $U$ be an admissible Lie ideal of a 2 -torsion free prime $\Gamma$-ring M. Then every Jordan higher derivation on $U$ of $M$ is a higher derivation on $U$ of $M$.

Proof. By definition $\phi_{0}^{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$. Also, by Theorems 4.2.8 and 4.2.9, $\phi_{1}^{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$. Now, we proceed by induction. Suppose that $\phi_{m}^{\alpha}(u, v)=0$. This implies,

$$
d_{m}(u \alpha v)=\sum_{i+j=m} d_{i}(u) \alpha d_{j}(v), \forall u, v \in U, \alpha \in \Gamma, m<n .
$$

Taking $u, v \in U$, by Lemma 4.3.3, we have

$$
\phi_{n}^{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(u, v)=0, \forall u, v, w \in U ; \alpha, \beta, \gamma \in \Gamma .
$$

Since $M$ is prime, by Lemma 4.2.6 and Lemma 4.2.7 $\phi_{n}^{\alpha}(u, v) \beta w \gamma[x, y]_{\delta}=0$ for all $u, v, x, y \in U$ and $\alpha, \beta, \gamma \in \Gamma$. But $U \nsubseteq Z(M)$, so we have $[x, y]_{\delta} \neq 0$. Therefore, by Lemma 4.2.5 we obtain $\phi_{n}^{\alpha}(u, v)=0$.

Theorem 4.3.5. Assume that $U$ is a commutative Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$ such that $u \alpha u \in M$ for all $u \in U$ and $\alpha \in \Gamma$. Then every Jordan higher derivation on $U$ of $M$ is a higher derivation on the same.

Proof. By the similar arguments which are used in the proof of the Theorem 4.2.9, we obtain that $U \subseteq Z(M)$. Using this in Lemma 4.3.1(i), we get

$$
2 d_{n}(u \alpha v)=2 \sum_{i+j=n} d_{i}(u) \alpha d_{j}(v) .
$$

Since $M$ is 2-torsion free, so we have

$$
d_{n}(u \alpha v)=\sum_{i+j=n} d_{i}(u) \alpha d_{j}(v), \forall u, v \in U ; \alpha \in \Gamma .
$$

## Chapter 5

## Generalized Derivations on Lie Ideals

In this chapter, we continue our study on Lie ideals of $\Gamma$-rings. This chapter makes a study of generalized derivations and generalized higher derivations on Lie ideals of $\Gamma$-rings analogous to the study of derivations and higher derivations on Lie ideals of $\Gamma$-rings in the preceding chapter. We define various derivations on Lie ideals of $\Gamma$-rings which are generalized derivation, Jordan generalized derivation, generalized higher derivation and Jordan generalized higher derivation.

In the next, we construct some more significant results due to the defined concept of Jordan generalized derivations on Lie ideals of $\Gamma$-rings in sequel to the previous results of the foregoing chapter. Here we consider $f: M \rightarrow M$ is a Jordan generalized derivation on a Lie ideal $U$ of a 2-torsion free prime $\Gamma$-ring $M$ with an associated Jordan derivation $d: M \rightarrow M$ on $U$. We prove that if $U$ is an admissible Lie ideal of $M$, then $f(u \alpha v)=f(u) \alpha v+u \alpha d(v)$ for all $u, v \in U ; \alpha \in \Gamma$, and if $U$ is a commutative Lie ideal of $M$, then every Jordan generalized derivation on $U$ of $M$ is a generalized derivation on the same.

In the third section of this chapter, we develop some consequences relating to
the concept of Jordan generalized higher derivations on Lie ideals of $\Gamma$-rings to prove the analogous results corresponding to the above mentioned results considering this derivation.

### 5.1 Introduction

M. Ashraf and N. Rehman [2] considered the question of I. N. Herstein [21] for a Jordan generalized derivation. They showed that in a 2 -torsion free ring $R$ which has a commutator right nonzero divisor, every Jordan generalized derivation on $R$ is a generalized derivation on $R$. In 2000, Nakajima defined a generalized higher derivation in [31] and gave some categorical properties which are related to [30]. He also treated generalized higher Jordan and Lie derivations. Later, Cortes and Haetinger [14] extended the theorem of M. Ashraf and N. Rehman [2] to generalized higher derivations. They proved that if $R$ is 2 -torsion free ring which has a commutator right nonzero divisor, then every Jordan generalized higher derivation on $R$ is a generalized higher derivation on $R$.

First, we introduce the concepts of generalized derivation and Jordan generalized derivation on Lie ideals of $\Gamma$-rings in the following way.

Definition 5.1.1. If $U$ is a Lie ideal of a $\Gamma$-ring $M$. Then an additive mapping $f: M \rightarrow M$ is said to be a generalized derivation on a Lie ideal $U$ if there exists a derivation $d: M \rightarrow M$ such that $f(u \alpha v)=f(u) \alpha v+u \alpha d(v)$ for all $u, v \in U ; \alpha \in \Gamma$ and $f: M \rightarrow M$ is said to be a Jordan generalized derivation on a Lie ideal $U$ if there exists a derivation $d: M \rightarrow M$ on $U$ such that $f(u \alpha u)=f(u) \alpha u+u \alpha d(u)$ for all $u \in U ; \alpha \in \Gamma$.

We now give examples of a Jordan generalized derivation and a generalized derivation on a Lie ideal $U$ of a $\Gamma$-ring $M$, where $M$ satisfies $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M ; \alpha, \beta \in \Gamma$.

Example 5.1.1. If $a \in M$ and $\alpha \in \Gamma$ are fixed elements. Define $f: M \rightarrow M$ by $f(x)=a \alpha x+x \alpha a$ and $d(x)=x \alpha a-a \alpha x$. For all $x, y \in U$ and $\beta \in \Gamma$, we obtain

$$
\begin{aligned}
f(y \beta y) & =a \alpha(y \beta y)+(y \beta y) \alpha a \\
& =a \alpha y \beta y+y \alpha a \beta y-y \alpha a \beta y+y \beta y \alpha a \\
& =(a \alpha y+y \alpha a) \beta y+y \beta(y \alpha a-a \alpha y) \\
& =f(y) \beta y+y \beta d(y), \forall y \in U ; \beta \in \Gamma .
\end{aligned}
$$

Therefore, $f$ is a Jordan generalized derivation on $U$.
Also, for all $x, y \in U$ and $\beta \in \Gamma$, we get

$$
\begin{aligned}
f(x \beta y) & =a \alpha(x \beta y)+(x \beta y) \alpha a \\
& =a \alpha x \beta y+x \alpha a \beta y-x \alpha a \beta y+x \beta y \alpha a \\
& =(a \alpha x+x \alpha a) \beta y+x \beta(y \alpha a-a \alpha y) \\
& =f(x) \beta y+x \beta d(y), \forall x, y \in U ; \beta \in \Gamma .
\end{aligned}
$$

Therefore, $f$ is a generalized derivation on $U$ of $M$.
The following example shows that every Jordan generalized derivation on a Lie ideal of a $\Gamma$-ring need not be a generalized derivation on the same.

Example 5.1.2. Suppose $f: M \rightarrow M$ is a generalized derivation with an associated derivation $d$ on $U$ of $M$. Let $M_{1}=\{(x, x): x \in M\}$ and $\Gamma_{1}=\{(\alpha, \alpha): \alpha \in \Gamma\}$. If we define addition and multiplication on $M_{1}$ by $(x, x)+(y, y)=(x+y, x+y)$ and
$(x, x)(\alpha, \alpha)(y, y)=(x \alpha y, x \alpha y)$. Then $M_{1}$ is a $\Gamma_{1}$-ring. Define $U_{1}=\{(u, u): u \in U\}$. Then for $u \alpha x-x \alpha u \in U$,

$$
\begin{aligned}
(u, u)(\alpha, \alpha)(x, x)-(x, x)(\alpha, \alpha)(u, u)=(u \alpha x, u \alpha x)- & (x \alpha u, x \alpha u) \\
& =(u \alpha x-x \alpha u, u \alpha x-x \alpha u) \in U_{1} .
\end{aligned}
$$

Hence $U_{1}$ is a Lie ideal of $M_{1}$. Now, we define a mapping $F: M_{1} \rightarrow M_{1}$ by $F((u, u))=(f(u), f(u))$ and $D((u, u))=(d(u), d(u))$. Then it is clear that $F$ is a Jordan generalized derivation on $U_{1}$ of $M_{1}$ with an associated derivation $D$ on $U_{1}$ of $M_{1}$. Obviously, $F$ is not a generalized derivation on $U_{1}$ of $M_{1}$.

Now, we introduce the concepts of generalized higher derivation and Jordan generalized higher derivation on Lie ideals of a $\Gamma$-ring in the following way.

Definition 5.1.2. Suppose $U$ is a Lie ideal of a $\Gamma$-ring $M$. Let $F=\left(f_{i}\right)_{i \in \mathbf{N}_{0}}$ be a family of additive mappings on $U$ such that $f_{0}=i d_{M}$, where $i d_{M}$ is an identity mapping on $U$ of $M$ and $\mathbf{N}_{0}$ denotes the set of natural numbers including $0 . F$ is a generalized higher derivation on a Lie ideal $U$ if there exists a higher derivation $D=\left(d_{i}\right)_{i \in N_{0}}$ on $U$ such that for each $n \in \mathbf{N}_{0} ; i, j \in \mathbf{N}_{0}$,

$$
f_{n}(a \alpha b)=\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b), \forall a, b \in U ; \alpha \in \Gamma,
$$

and $F$ is a Jordan generalized higher derivation on a Lie ideal $U$ if there exists a higher derivation $D=\left(d_{i}\right)_{i \in N_{0}}$ on $U$ such that for each $n \in \mathbf{N}_{0} ; i, j \in \mathbf{N}_{0}$,

$$
f_{n}(a \alpha a)=\sum_{i+j=n} f_{i}(a) \alpha d_{j}(a), \forall a \in U ; \alpha \in \Gamma .
$$

The following are examples of a Jordan generalized higher derivation and a generalized higher derivation on a Lie ideal of a $\Gamma$-ring.

Example 5.1.3. Suppose $N$ is a Lie ideal of $a \Gamma$-ring $M$ as in Example 4.1.3. Let $U$ be a Lie ideal of $R$ and $f_{n}: R \rightarrow R$ be a generalized higher derivation on $U$ of $R$ with an associated higher derivation $d_{n}: R \rightarrow R$ on $U$, where $n \in \boldsymbol{N}_{0}$. So, we have

$$
f_{n}(u \alpha v)=\sum_{i+j=n} f_{i}(u) \alpha d_{j}(v), \forall u, v \in U ; \alpha \in \Gamma .
$$

Define mappings

$$
\begin{aligned}
& F_{n}: M \rightarrow M \text { by } F_{n}((a, b))=\left(f_{n}(a), f_{n}(b)\right) ; \\
& D_{n}: M \rightarrow M \text { by } D_{n}((a, b))=\left(d_{n}(a), d_{n}(b)\right) .
\end{aligned}
$$

For each $(a, a),(b, b) \in N$ and $\binom{n}{n} \in \Gamma$, we have
$F_{n}\left((a, a)\binom{n}{n}(b, b)\right)=F_{n}(a n b+a n b, a n b+a n b)$

$$
\begin{aligned}
& =\left(f_{n}(a n b+a n b), f_{n}(a n b+a n b)\right) \\
& =\left(\sum_{i+j=n}\left(f_{i}(a) n d_{j}(b)+f_{i}(a) n d_{j}(b)\right), \sum_{i+j=n}\left(f_{i}(a) n d_{j}(b)+f_{i}(a) n d_{j}(b)\right)\right) \\
& =\sum_{i+j=n}\left(f_{i}(a), f_{i}(a)\right)\binom{n}{n}\left(d_{j}(b), d_{j}(b)\right) \\
& =\sum_{i+j=n} F_{i}((a, a))\binom{n}{n} D_{j}((b, b)) .
\end{aligned}
$$

Therefore, $F_{n}$ is a generalized higher derivation on a Lie ideal $N$ of $M$.
The next example gives an application of Jordan generalized higher derivation and a generalized higher derivation on a Lie ideal of a $\Gamma$-ring which shows that every Jordan generalized higher derivation on a Lie ideal of a $\Gamma$-ring need not be a generalized higher derivation.

Example 5.1.4. Let $U$ be a Lie ideal of $a \Gamma$-ring $M$, and $f_{n}: M \rightarrow M$ be a generalized higher derivation on $U$ with an associated higher derivation $d_{n}: M \rightarrow M$ on $U$. Thus, we have

$$
f_{n}(u \alpha v)=\sum_{i+j=n} f_{i}(u) \alpha d_{j}(v), ; \forall u, v \in U ; \alpha \in \Gamma
$$

Consider $M_{1}, \Gamma_{1}$ and $U_{1}$ as in Example 4.1.4. Now, define mappings

$$
\begin{aligned}
& F_{n}: M_{1} \rightarrow M_{1} \text { by } F_{n}((x, x))=\left(f_{n}(x), f_{n}(x)\right) \\
& D_{n}: M_{1} \rightarrow M_{1} \text { by } D_{n}((x, x))=\left(d_{n}(x), d_{n}(x)\right)
\end{aligned}
$$

Then for all $(u, u) \in U_{1}$ and $(\alpha, \alpha) \in \Gamma_{1}$, we have

$$
\begin{aligned}
F_{n}((u, u)(\alpha, \alpha)(u, u)) & =F_{n}(u \alpha u, u \alpha u) \\
& =\left(f_{n}(u \alpha u), f_{n}(u \alpha u)\right) \\
& =\left(\sum_{i+j=n} f_{i}(u) \alpha d_{j}(u), \sum_{i+j=n} f_{i}(u) \alpha d_{j}(u)\right) \\
& =\sum_{i+j=n}\left(f_{i}(u), f_{i}(u)\right)(\alpha, \alpha)\left(d_{j}(u), d_{j}(u)\right) \\
& =\sum_{i+j=n} F_{i}((u, u))(\alpha, \alpha) D_{j}((u, u)) .
\end{aligned}
$$

Therefore, $F_{n}$ is a Jordan generalized higher derivation on a Lie ideal $U_{1}$ of $M_{1}$ with an associated higher derivation $D_{n}$ on $U_{1}$ of $M_{1}$. Also we have seen that it is not a generalized higher derivation on $U_{1}$ of $M_{1}$.

Except otherwise mentioned, throughout this chapter hereafter, $U$ represents a Lie ideal of a 2-torsion free $\Gamma$-ring $M$ and $M$ satisfies $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in$ $M ; \alpha, \beta \in \Gamma$ which is marked by $\left({ }^{*}\right)$.

### 5.2 Jordan Generalized Derivations on Lie Ideals of Prime $\Gamma$-Rings

The following lemma is the basic tool for our work in this section.

Lemma 5.2.1. If a $\alpha a \in U$ for all $a \in U$ and $\alpha \in \Gamma$. Assume that $f$ is a Jordan generalized derivation on $U$ of $M$ with an associated derivation $d$. Then for all $a, b, c \in$ $U$ and $\alpha, \beta \in \Gamma$, the following statements hold:
(i) $f(a \alpha b+b \alpha a)=f(a) \alpha b+a \alpha d(b)+f(b) \alpha a+b \alpha d(a)$;
(ii) $f(a \alpha b \beta a+a \beta b \alpha a)=f(a) \alpha b \beta a+a \alpha d(b) \beta a+a \alpha b \beta d(a)+f(a) \beta b \alpha a+a \beta d(b) \alpha a+$ $a \beta b \alpha d(a)$.

In particular, if $M$ is 2-torsion free and satisfies the condition (*), then
(iii) $f(a \alpha b \beta a)=f(a) \alpha b \beta a+a \alpha d(b) \beta a+a \alpha b \beta d(a)$;
(iv) $f(a \alpha b \beta c+c \alpha b \beta a)=f(a) \alpha b \beta c+a \alpha d(b) \beta c+a \alpha b \beta d(c)+f(c) \alpha b \beta a+c \alpha d(b) \beta a+$ $c \alpha b \beta d(a)$.

Proof. Since $U$ is a Lie ideal satisfying the condition $a \alpha a \in U$, for all $a \in U, \alpha \in \Gamma$. For $a, b \in U, \alpha \in \Gamma,(a \alpha b+b \alpha a)=(a+b) \alpha(a+b)-(a \alpha a+b \alpha b)$ and therefore $(a \alpha b+b \alpha a) \in U$. Then,

$$
\begin{aligned}
f(a \alpha b+b \alpha a) & =f((a+b) \alpha(a+b)-(a \alpha a+b \alpha b)) \\
& =f(a+b) \alpha(a+b)+(a+b) \alpha d(a+b)-f(a) \alpha a-a \alpha d(a)-f(b) \alpha b-b \alpha d(b) \\
& =f(a) \alpha a+f(a) \alpha b+f(b) \alpha a+f(b) \alpha b+a \alpha d(a)+a \alpha d(b)+b \alpha d(a)+b \alpha d(b) \\
& -f(a) \alpha a-a \alpha d(a)-f(b) \alpha b-b \alpha d(b) \\
& =f(a) \alpha b+a \alpha d(b)+f(b) \alpha a+b \alpha d(a) .
\end{aligned}
$$

Replacing $a \beta b+b \beta a$ for $b$ in (i), we get

$$
\begin{array}{r}
f(a \alpha(a \beta b+b \beta a)+(a \beta b+b \beta a) \alpha a)=f(a) \alpha(a \beta b+b \beta a)+a \alpha d(a \beta b+b \beta a)+f(a \beta b+b \beta a) \alpha a \\
+(a \beta b+b \beta a) \alpha d(a) . \\
\Rightarrow f((a \alpha a) \beta b+b \beta(a \alpha a))+f(a \alpha b \beta a+a \beta b \alpha a)=f(a) \alpha(a \beta b+b \beta a)+a \alpha(d(a) \beta b+a \beta d(b) \\
+d(b) \beta a+b \beta d(a))+(f(a) \beta b+a \beta d(b)+f(b) \beta a+b \beta d(a)) \alpha a+a \beta b \alpha d(a)+b \beta a \alpha d(a) .
\end{array}
$$

This implies,

$$
\begin{aligned}
& f(a \alpha a) \beta b+(a \alpha a) \beta d(b)+f(b) \beta(a \alpha a)+b \beta d(a \alpha a)+f(a \alpha b \beta a+a \beta b \alpha a) \\
& \quad=f(a) \alpha a \beta b+f(a) \alpha b \beta a+a \alpha d(a) \beta b+a \alpha a \beta d(b)+a \alpha d(b) \beta a+a \alpha b \beta d(a) \\
& \\
& \quad+f(a) \beta b \alpha a+a \beta d(b) \alpha a+f(b) \beta a \alpha a+b \beta d(a) \alpha a+a \beta b \alpha d(a)+b \beta a \alpha d(a) .
\end{aligned}
$$

This yields,

$$
\begin{aligned}
& f(a) \alpha a \beta b+a \alpha d(a) \beta b+a \alpha a \beta d(b)+f(b) \beta a \alpha a+b \beta d(a) \alpha a+b \beta a \alpha d(a)+f(a \alpha b \beta a+a \beta b \alpha a) \\
&= f(a) \alpha a \beta b+f(a) \alpha b \beta a+a \alpha d(a) \beta b+a \alpha a \beta d(b)+a \alpha d(b) \beta a+a \alpha b \beta d(a) \\
&+f(a) \beta b \alpha a+a \beta d(b) \alpha a+f(b) \beta a \alpha a+b \beta d(a) \alpha a+a \beta b \alpha d(a)+b \beta a \alpha d(a) .
\end{aligned}
$$

Cancelling the like terms from both sides, we get the required result. Using the condition $\left(^{*}\right)$ and since $M$ is 2-torsion free, (iii) follows from (ii).

And, finally (iv) is obtained by replacing $a+c$ for $a$ in (iii).

Definition 5.2.1. Let $f$ be a Jordan generalized derivation on $U$ of $M$ with an associated derivation $d$. We define $\psi_{\alpha}(u, v)=f(u \alpha v)-f(u) \alpha v-u \alpha d(v)$ for all $u, v \in U$ and $\alpha \in \Gamma$.

Remark 5.2.1. $\psi_{\alpha}(u, v)=0$ if and only if $f$ is a generalized derivation on $U$ of $M$.

Lemma 5.2.2. With the notations as above. For all $u, v, w \in U$ and $\alpha, \beta \in \Gamma$,
(i) $\psi_{\alpha}(u, v)=-\psi_{\alpha}(v, u) ;(i i) \psi_{\alpha}(u+w, v)=\psi_{\alpha}(u, v)+\psi_{\alpha}(w, v)$;
(iii) $\psi_{\alpha}(u, v+w)=\psi_{\alpha}(u, v)+\psi_{\alpha}(u, w) ;(i v) \psi_{\alpha+\beta}(u, v)=\psi_{\alpha}(u, v)+\psi_{\beta}(u, v)$.

Proof. This follows by a repetition of the argument used in the proof of Lemma 2.2.2.

Next, we go through the following results.

Lemma 5.2.3. If $U$ is an admissible Lie ideal of a prime $\Gamma$-ring $M$ and $f$ is a Jordan generalized derivation on $U$ of $M$ with an associated derivation $d$, then

$$
\psi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}=0, \forall u, v, w \in U ; \alpha, \beta, \gamma \in \Gamma
$$

Proof. Since $U$ is an admissible Lie ideal of $M$, so it satisfies the condition $u \alpha u \in U$ for all $u \in U, \alpha \in \Gamma$. Now, for $u, v \in U, \alpha \in \Gamma$, we have $(u \alpha v+v \alpha u)=(u+v) \alpha(u+$ $v)-(u \alpha u+v \alpha v)$ and therefore $(u \alpha v+v \alpha u) \in U$. Also, $[u, v]_{\alpha}=u \alpha v-v \alpha a \in U$ and it follows that $2 u \alpha v \in U$. Hence, $4 u \alpha v \beta w=2(2 u \alpha v) \beta w \in U$ for all $u, v, w \in$ $U, \alpha, \beta \in \Gamma$. Let $x=4(u \alpha v \beta w \gamma v \alpha u+v \alpha u \beta w \gamma u \alpha v)$. First, using Lemma 5.2.1(iv), we have

$$
\begin{aligned}
f(x)= & f((2 u \alpha v) \beta w \gamma(2 v \alpha u)+(2 v \alpha u) \beta w \gamma(2 u \alpha v)) \\
= & f(2 u \alpha v) \beta w \gamma(2 v \alpha u)+2 u \alpha v \beta d(w) \gamma 2 v \alpha u+2 u \alpha v \beta w \gamma d(2 v \alpha u)+ \\
& f(2 v \alpha u) \beta w \gamma(2 u \alpha v)+2 v \alpha u \beta d(w) \gamma 2 u \alpha v+2 v \alpha u \beta w \gamma d(2 u \alpha v) .
\end{aligned}
$$

Now, using Lemma 5.2.1(iii) and Lemma 4.2.1(iii), we obtain

$$
\begin{aligned}
& f(x)=f(u \alpha(4 v \beta w \gamma v) \alpha u+v \alpha(4 u \beta w \gamma u) \alpha v) \\
& =4 f(u) \alpha v \beta w \gamma v \alpha u+u \alpha d(4 v \beta w \gamma v) \alpha u+4 u \alpha v \beta w \gamma v \alpha d(u)+4 f(v) \alpha u \beta w \gamma u \alpha v \\
& \quad+v \alpha d(4 u \beta w \gamma u) \alpha v+4 v \alpha u \beta w \gamma u \alpha d(v) \\
& =4 f(u) \alpha v \beta w \gamma v \alpha u+4 u \alpha d(v) \beta w \gamma v \alpha u+4 u \alpha v \beta d(w) \gamma v \alpha u+4 u \alpha v \beta w \gamma d(v) \alpha u+4 u \alpha v \beta w \gamma v \alpha d(u) \\
& +4 f(v) \alpha u \beta w \gamma u \alpha v+4 v \alpha d(u) \beta w \gamma u \alpha v+4 v \alpha u \beta d(w) \gamma u \alpha v+4 v \alpha u \beta w \gamma d(u) \alpha v+4 v \alpha u \beta w \gamma u \alpha d(v) .
\end{aligned}
$$

Comparing the two right sides of $f(x)$, we obtain

$$
\begin{aligned}
& 4(f(u \alpha v) \beta w \gamma v \alpha u+f(v \alpha u) \beta w \gamma u \alpha v+u \alpha v \beta w \gamma d(v \alpha u)+v \alpha u \beta w \gamma d(u \alpha v)) \\
& \quad=4(f(u) \alpha v \beta w \gamma v \alpha u+u \alpha d(v) \beta w \gamma v \alpha u+f(v) \alpha u \beta w \gamma u \alpha v+v \alpha d(u) \beta w \gamma u \alpha v \\
& \quad+u \alpha v \beta w \gamma d(v) \alpha u+u \alpha v \beta w \gamma v \alpha d(u)+v \alpha u \beta w \gamma d(u) \alpha v+v \alpha u \beta w \gamma u \alpha d(v)) .
\end{aligned}
$$

This implies,

$$
\begin{aligned}
& 4((f(u \alpha v)-f(u) \alpha v-u \alpha d(v)) \beta w \gamma v \alpha u+(f(v \alpha u)-f(v) \alpha u-v \alpha d(u)) \beta w \gamma u \alpha v \\
+ & u \alpha v \beta w \gamma(d(v \alpha u)-d(v) \alpha u-v \alpha d(u))+v \alpha u \beta w \gamma(d(u \alpha v)-d(u) \alpha v-u \alpha d(v)))=0 .
\end{aligned}
$$

Using the Definition 5.2.1, we obtain

$$
4\left(\psi_{\alpha}(u, v) \beta w \gamma v \alpha u+\psi_{\alpha}(v, u) \beta w \gamma u \alpha v+u \alpha v \beta w \gamma \phi_{\alpha}(v, u)+v \alpha u \beta w \gamma \phi_{\alpha}(u, v)\right)=0 .
$$

Since $d$ is a derivation on $U$ of $M$, hence by Theorem 4.2.8, $\left.\phi_{\alpha}(u, v)\right)=0$ and $\left.\phi_{\alpha}(v, u)\right)=0, \forall u, v \in U ; \alpha \in \Gamma$, consequently

$$
4\left(\psi_{\alpha}(u, v) \beta w \gamma v \alpha u+\psi_{\alpha}(v, u) \beta w \gamma u \alpha v\right)=0 .
$$

Using Lemma 5.2.2(i), and since $M$ is 2-torsion free, so we get

$$
\psi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}=0, \forall u, v, w \in U ; \alpha, \beta, \gamma \in \Gamma .
$$

We are now concluding this section by proving the following two theorems.

Theorem 5.2.4. Let $U$ be an admissible Lie ideal of a prime $\Gamma$-ring $M$. If $f: M \rightarrow$ $M$ is a Jordan generalized derivation on $U$, then $f(u \alpha v)=f(u) \alpha v+u \alpha d(v)$ for all $u, v \in U ; \alpha \in \Gamma$.

Proof. By Lemma 5.2.3, we have

$$
\psi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}=0, \forall u, v, w \in U ; \alpha, \beta, \gamma \in \Gamma .
$$

Using Lemma 4.2.7, we get

$$
\psi_{\alpha}(u, v) \beta w \gamma[x, y]_{\delta}=0, \forall u, v, w, x, y \in U ; \alpha, \beta, \gamma, \delta \in \Gamma .
$$

Since $U$ is an admissible Lie ideal of $M$, consequently $[x, y]_{\delta} \neq 0$. Therefore, by Lemma 4.2.5, we get $\psi_{\alpha}(u, v)=0$.

Theorem 5.2.5. Let $U$ be a commutative Lie ideal of a prime $\Gamma$-ring $M$ such that $u \alpha u \in U$ for all $u \in U$ and $\alpha \in \Gamma$. Then every Jordan generalized derivation on $U$ of $M$ is a generalized derivation on the same.

Proof. Since $U$ is a commutative Lie ideal of $M,[u, v]_{\alpha}=0$ for all $u, v \in U$ and $\alpha \in \Gamma$. So, by Lemma 4.2.9, $U \subseteq Z(M)$. Now, by Lemma 5.2.1(iv), we obtain

$$
\begin{equation*}
f(u \alpha v \beta w+w \alpha v \beta u)=f(u) \alpha v \beta w+f(w) \alpha v \beta u+u \alpha d(v) \beta w+w \alpha d(v) \beta u+u \alpha v \beta d(w)+w \alpha v \beta d(u) \tag{5.1}
\end{equation*}
$$

Since $u \alpha u \in U$ for all $u \in U$ and $\alpha \in \Gamma$, we find that

$$
u \alpha v+v \alpha u \in U, \forall u, v \in U ; \alpha \in \Gamma .
$$

Also, we have

$$
u \alpha v-v \alpha u \in U, \forall u \in U ; \alpha \in \Gamma .
$$

These two relations yield that $2 u \alpha v \in U$. Since $U$ is commutative, we get $u \alpha v=v \alpha u$ for all $u, v \in U$ and $\alpha \in \Gamma$. So, in view of Lemma 5.2.1(i) and using the condition (*), we get

$$
\begin{aligned}
2 f(u \alpha v \beta w+w \alpha v \beta u) & =f((2 u \alpha v) \beta w+w \beta(2 u \alpha v)) \\
& =f(2 u \alpha v) \beta w+f(w) \beta 2 u \alpha v+2 u \alpha v \beta d(w)+w \beta d(2 u \alpha v) \\
& =2(f(u \alpha v) \beta w+u \alpha v \beta d(w)+f(w) \beta u \alpha v+w \beta d(u) \alpha v+w \beta u \alpha d(v)) .
\end{aligned}
$$

Using the 2-torsion freeness of $M$, we obtain
$f(u \alpha v \beta w+w \alpha v \beta u)=f(u \alpha v) \beta w+u \alpha v \beta d(w)+f(w) \beta u \alpha v+w \beta d(u) \alpha v+w \beta u \alpha d(v)$.

Combining (5.1) and (5.2), using the fact that $u \alpha v=v \alpha u, U \subseteq Z(M)$ and the condition (*)

$$
(f(u \alpha v)-f(u) \alpha v-u \alpha d(v)) \beta w=0, \forall u, v, w \in U ; \alpha, \beta \in \Gamma .
$$

This implies,

$$
\psi_{\alpha}(u, v) \beta w=0, \forall u, v, w \in U ; \alpha, \beta \in \Gamma .
$$

Now, putting $[w, m]_{\gamma}$ for $w$, for every $m \in M$ and $\gamma \in \Gamma$, we get

$$
\begin{aligned}
& \psi_{\alpha}(u, v) \beta[w, m]_{\gamma}=0 . \\
& \Rightarrow \psi_{\alpha}(u, v) \beta w \gamma m-\psi_{\alpha}(u, v) \beta m \gamma w=0 .
\end{aligned}
$$

Since $\psi_{\alpha}(u, v) \beta w=0$, we have $\psi_{\alpha}(u, v) \beta M \gamma w=0$. Since $U \neq 0$ and $M$ is prime, we find that $\psi_{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$. Therefore, we get the required result.

## 5．3 Jordan Generalized Higher Derivations on Lie Ideals of Prime Г－Rings

First，we develop some consequences relating to the concept of Jordan generalized higher derivations on Lie ideals of a $\Gamma$－ring to extend the results stated at the beginning of this chapter following $[14,15,16,17]$ classical ring theory to $\Gamma$－ring theory．

Lemma 5．3．1．Let $U$ be a Lie ideal of $M$ such that a⿱亠乂a$\in U$ ，for all $a \in U$ and $\alpha \in \Gamma$ ．If $F=\left(f_{i}\right)_{i \in N}$ is a Jordan generalized higher derivation on $U$ of $M$ with an associated higher derivation $D=\left(d_{i}\right)_{i \in N_{0}}$ ．Then $\forall a, b, c \in U ; \alpha, \beta \in \Gamma$ and $n \in \boldsymbol{N}$ ，
（i）$f_{n}(a \alpha b+b \alpha a)=\sum_{i+j=n}\left[f_{i}(a) \alpha d_{j}(b)+f_{i}(b) \alpha d_{j}(a)\right]$ ；
（ii）$f_{n}(a \alpha b \beta a)=\sum_{i+j+k=n}\left[f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)\right]$ ；
（iii）$f_{n}(a \alpha b \beta c+c \alpha b \beta a)=\sum_{i+j+k=n}\left[f_{i}(a) \alpha d_{j}(b) \beta d_{k}(c)+f_{i}(c) \alpha d_{j}(b) \beta d_{k}(a)\right]$.

Proof．The proofs of（i）and（ii）are similar to the corresponding proofs of Lemma 5．2．1（i）and Lemma 5．2．1（iii）．Replacing $a$ by $a+c$ in（ii），and compute it using（ii）

$$
\begin{aligned}
& X=(a+c) \alpha b \beta(a+c) \\
& \qquad f_{n}(X)=\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(c)+\sum_{i+j+k=n} f_{i}(c) \alpha d_{j}(b) \beta d_{k}(a) \\
& \\
& \quad+\sum_{i+j+k=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)+\sum_{i+j+k=n} f_{i}(c) \alpha d_{j}(b) \beta d_{k}(c) .
\end{aligned}
$$

On the other hand，using（ii）

$$
f_{n}(X)=f_{n}(a \alpha b \beta c+c \alpha b \beta a)+\sum_{i+j+k=n}\left(f_{i}(a) \alpha d_{j}(b) \beta d_{k}(a)+f_{i}(c) \alpha d_{j}(b) \beta d_{k}(c)\right) .
$$

By comparing the two results for $f_{n}(X)$ ，we obtain（iii）．

Definition 5.3.1. For every Jordan generalized higher derivation $F=\left(f_{i}\right)_{i \in \mathbf{N}}$ on $U$ of $M$, we define $\psi_{n}^{\alpha}(a, b)=f_{n}(a \alpha b)-\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)$, for all $a, b \in U ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Remark 5.3.1. $F$ is a generalized higher derivation on $U$ of $M$ if and only if $\psi_{n}^{\alpha}(a, b)=$ 0 , for all $a, b \in U ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Lemma 5.3.2. The following are true for all $a, b, c \in U ; \alpha, \beta \in \Gamma$ and $n \in \boldsymbol{N}$,
(i) $\psi_{n}^{\alpha}(a, b)+\psi_{n}^{\alpha}(b, a)=0$; (ii) $\psi_{n}^{\alpha}(a+b, c)=\psi_{n}^{\alpha}(a, c)+\psi_{n}^{\alpha}(b, c)$;
(iii) $\psi_{n}^{\alpha}(a, b+c)=\psi_{n}^{\alpha}(a, b)+\psi_{n}^{\alpha}(a, c) ;(i v) \psi_{n}^{\alpha+\beta}(a, b)=\psi_{n}^{\alpha}(a, b)+\psi_{n}^{\beta}(a, b)$.

Proof. This follows by a repetition of the argument used in the proof of Lemma 3.4.2.

Lemma 5.3.3. Let $M$ be a 2-torsion free $\Gamma$-ring and $U$ be a Lie ideal of $M$ such that a $\alpha a \in U$ for all $a \in U$ and $\alpha \in \Gamma$. If $F=\left(f_{i}\right)_{i \in N}$ is a Jordan generalized higher derivation on $U$ of $M$ with an associated higher derivation $D=\left(d_{i}\right)_{i \in N_{0}}$. Suppose that $n \in \boldsymbol{N} ; a, b \in U ; \alpha, \beta, \gamma \in \Gamma$ and $\psi_{m}^{\alpha}(a, b)=0$, for every $m<n$, then $\psi_{n}^{\alpha}(a, b) \beta w \gamma[a, b]_{\alpha}=0$, for every $w \in U$.

Proof. Since $U$ is a Lie ideal satisfying the condition $a \alpha a \in U$, for all $a \in U, \alpha \in \Gamma$. For $a, b \in U, \alpha \in \Gamma,(a \alpha b+b \alpha a)=(a+b) \alpha(a+b)-(a \alpha a+b \alpha b)$ and therefore $(a \alpha b+b \alpha a) \in U$. Also, $[a, b]_{\alpha}=a \alpha b-b \alpha a \in U$ and it follows that $2 a \alpha b \in U$. Hence, $4 a \alpha b \beta c=2(2 a \alpha b) \beta c \in U$, for all $a, b, c \in U, \alpha, \beta \in \Gamma$. Suppose $H=4 f_{n}(a \alpha b \beta w \gamma b \alpha a+$ $b \alpha a \beta w \gamma a \alpha b)$. First, by using Lemma 5.3.1(iii), we get

$$
\begin{aligned}
& H=f_{n}((2 a \alpha b) \beta w \gamma(2 b \alpha a)+(2 b \alpha a) \beta w \gamma(2 a \alpha b)) \\
&=4 \sum_{r+s+t=n}\left(f_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a)+f_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b)\right)
\end{aligned}
$$

$$
=4 \sum_{r+s+t=n} f_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a)+4 \sum_{r+s+t=n} f_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b) .
$$

Again, by using Lemma 5.3.1(ii) and Lemma 4.3.1(ii), we obtain

$$
\begin{aligned}
& H= f_{n}(a \alpha(4 b \beta w \gamma b) \alpha a)+f_{n}(b \alpha(4 a \beta w \gamma a) \alpha b) \\
&=4 \sum_{i+p+l=n} f_{i}(a) \alpha d_{p}(b \beta w \gamma b) \alpha d_{l}(a)+4 \sum_{i+p+l=n} f_{i}(b) \alpha d_{p}(a \beta w \gamma a) \alpha d_{l}(b) \\
&=4 \sum_{i+j+k+h+l=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)+4 \sum_{i+j+k+h+l=n} f_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b)
\end{aligned}
$$

Comparing the two expressions for $H$, we have

$$
\begin{aligned}
& \sum_{i+j+k+h+l=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)-\sum_{r+s+t=n} f_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a) \\
+ & \sum_{i+j+k+h+l=n} f_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b)-\sum_{r+s+t=n} f_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b)=0 .
\end{aligned}
$$

Since $D=\left(d_{i}\right)_{i \in N}$ is a higher derivation on $U$ of $M$ and $f_{m}(u \alpha v)=\sum_{i+j=m} f_{i}(u) \alpha d_{j}(v)$, when $m<n$. Therefore,

$$
\begin{gathered}
\sum_{i+j+k+h+l=n} f_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)-\sum_{r+s+t=n} f_{r}(a \alpha b) \beta d_{s}(w) \gamma d_{t}(b \alpha a) \\
=\left(\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)\right) \beta w \gamma b \alpha a+a \alpha b \beta w \gamma\left(\sum_{h+l=n} d_{h}(b) \alpha d_{l}(a)\right) \\
+\sum_{i+j+k+h+l=n}^{i+j<n, h+l<n}\left(f_{i}(a) \alpha d_{j}(b) \beta d_{k}(w) \gamma d_{h}(b) \alpha d_{l}(a)\right)-f_{n}((a \alpha b) \beta w \gamma(b \alpha a) \\
-(a \alpha b) \beta w \gamma d_{n}(b \alpha a)-\sum_{i+j=r<n, p+q=t<n}^{i}\left(f_{i}(a) \alpha d_{j}(b) \beta d_{s}(w) \gamma d_{p}(b) \alpha d_{q}(a)\right) \\
=-\left(f_{n}\left((a \alpha b)-\sum_{i+j=n} f_{i}(a) \alpha d_{j}(b)\right) \beta(w \gamma b \alpha a)-(a \alpha b \beta w) \gamma\left(d_{n}(b \alpha a)-\sum_{h+l=n} d_{h}(b) \alpha d_{l}(a)\right)\right. \\
=-\left(\psi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a+a \alpha b \beta w \gamma \phi_{n}^{\alpha}(b, a)\right) .
\end{gathered}
$$

Similarly,

$$
\begin{aligned}
\sum_{i+j+k+h+l=n} f_{i}(b) \alpha d_{j}(a) \beta d_{k}(w) \gamma d_{h}(a) \alpha d_{l}(b) & -\sum_{r+s+t=n} d_{r}(b \alpha a) \beta d_{s}(w) \gamma d_{t}(a \alpha b) \\
& =-\left(\psi_{n}^{\alpha}(b, a) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)\right)
\end{aligned}
$$

Hence, we get

$$
\psi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a+a \alpha b \beta w \gamma \phi_{n}^{\alpha}(b, a)+\psi_{n}^{\alpha}(b, a) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)=0 .
$$

By Lemma 5.3.2(i), we have

$$
\psi_{n}^{\alpha}(a, b) \beta w \gamma b \alpha a-a \alpha b \beta w \gamma \phi_{n}^{\alpha}(a, b)-\psi_{n}^{\alpha}(a, b) \beta w \gamma a \alpha b+b \alpha a \beta w \gamma \phi_{n}^{\alpha}(a, b)=0 .
$$

This implies,

$$
\psi_{n}^{\alpha}(a, b) \beta w \gamma[a, b]_{\alpha}+[a, b]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(a, b)=0, \forall w \in U .
$$

Since $D=\left(d_{i}\right)_{i \in N}$ is a higher derivation on $U$ of $M$. Thus, by Theorem 4.3.4, we have $\phi_{n}^{\alpha}(a, b)=0, \forall a, b \in U ; \alpha \in \Gamma ; n \in \mathbf{N}$ and hence accomplishes the proof.

We conclude this chapter by proving following two theorems.

Theorem 5.3.4. Assume that $M$ is a prime $\Gamma$-ring and $U$ is an admissible Lie ideal of $M$. Then every Jordan generalized higher derivation on $U$ of $M$ is a generalized higher derivation on the same.

Proof. By definition $\psi_{0}^{\alpha}(a, b)=0$, for all $a, b \in U$ and $\alpha \in \Gamma$. Also, by Theorem 5.2.4, $\psi_{1}^{\alpha}(a, b)=0$, for all $a, b \in U$ and $\alpha \in \Gamma$. Now, we proceed by induction. Suppose that $\psi_{m}^{\alpha}(a, b)=0$, when $m<n$. This implies, $f_{m}(a \alpha b)=\sum_{i+j=m} f_{i}(a) \alpha d_{j}(b)$, for all $a, b \in U, \alpha \in \Gamma$ and $m<n$. Taking $a, b \in U$, by Lemma 5.3.3, we get

$$
\psi_{n}^{\alpha}(a, b) \beta w \gamma[a, b]_{\alpha}=0, \forall w \in U ; \alpha, \beta, \gamma \in \Gamma .
$$

In view of Lemma 4.2.7, we obtain

$$
\psi_{n}^{\alpha}(a, b) \beta w \gamma[x, y]_{\delta}=0, \forall a, b, x, y, w \in U ; \alpha, \beta, \gamma, \delta \in \Gamma .
$$

Since $U \nsubseteq Z(M),[x, y]_{\delta} \neq 0$. So, by Lemma 4.2.5 $\psi_{n}^{\alpha}(a, b)=0$.
Lemma 5.3.5. Let $M$ be a prime $\Gamma$-ring and $U$ be a commutative Lie ideal of $M$ such that u $u \in U$ for all $u \in U$ and $\alpha \in \Gamma$. Let $F=\left(f_{i}\right)_{i \in N}$ be a Jordan generalized higher derivation on $U$ of $M$ with the associated higher derivation $D=\left(d_{i}\right)_{i \in N}$. If $\psi_{m}^{\alpha}(u, v)=0$, for every $m<n ; u, v \in U$ and $\alpha \in \Gamma$, then $\psi_{n}^{\alpha}(u, v) \beta w=0$ for all $w \in U, \beta \in \Gamma$.

Proof. Since $U$ is a commutative Lie ideal of $M$ such that $u \alpha u \in U$ for all $u \in U$ and $\alpha \in \Gamma$. Hence, by Lemma 4.2.9, $U \subseteq Z(M)$. Now, in view of Lemma 5.2.1(iii), we obtain

$$
\begin{equation*}
f_{n}(u \alpha v \beta w+w \alpha v \beta u)=\sum_{i+j+k=n}\left(f_{i}(u) \alpha d_{j}(v) \beta d_{k}(w)+f_{i}(w) \alpha d_{j}(v) \beta d_{k}(u)\right) . \tag{5.3}
\end{equation*}
$$

By Lemma 5.3.1(i), using $u \alpha v=v \alpha u$ and the condition $\left({ }^{*}\right)$, we have

$$
\begin{aligned}
2 f_{n}(u \alpha v \beta w+w \alpha v \beta u) & =f_{n}((2 u \alpha v) \beta w+w \beta(2 u \alpha v)) \\
& =2 \sum_{i+j=n}\left(f_{i}(u \alpha v) \beta d_{j}(w)+f_{i}(w) \beta d_{j}(u \alpha v)\right) \\
& =2 \sum_{i+j=n} f_{i}(u \alpha v) \beta d_{j}(w)+2 \sum_{i+j=n} f_{i}(w) \beta d_{j}(v \alpha u) \\
& =2 \sum_{i+j=n}\left(f_{i}(u \alpha v) \beta d_{j}(w)+2 \sum_{i+p+q=n} f_{i}(w) \beta d_{p}(v) \alpha d_{q}(u)\right) .
\end{aligned}
$$

This follows that,

$$
\begin{equation*}
f_{n}(u \alpha v \beta w+w \alpha v \beta u)=\sum_{i+j=n}\left(f_{i}(u \alpha v) \beta d_{j}(w)+\sum_{i+p+q=n} f_{i}(w) \beta d_{p}(v) \alpha d_{q}(u)\right) . \tag{5.4}
\end{equation*}
$$

Comparing (5.3) and (5.4), we get

$$
\begin{aligned}
& \sum_{i+j=n}\left(f_{i}(u \alpha v) \beta d_{j}(w)=\sum_{\substack{i+j+k=n}}\left(f_{i}(u) \alpha d_{j}(v) \beta d_{k}(w)\right.\right. \\
& \Rightarrow\left(f_{n}(u \alpha v) \beta w+\sum_{p+q+j=n}^{p+q=i<n} f_{p}(u) \alpha d_{q}(v) \beta d_{j}(w)=\right.\left(\sum_{\substack{i+j=n \\
i+j<n}} f_{i}(u) \alpha d_{j}(v)\right) \beta w \\
&+\sum_{i+j+k=n}^{i+1} f_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) .
\end{aligned}
$$

This implies,

$$
\left(f_{n}(u \alpha v)-\sum_{i+j=n} f_{i}(u) \alpha d_{j}(v)\right) \beta w=0
$$

Therefore, $\psi_{n}^{\alpha}(u, v) \beta w=0$, for all $u, v, w \in U$ and $\alpha, \beta \in \Gamma$.

Theorem 5.3.6. Let $M$ be a prime $\Gamma$-ring and $U$ be a commutative Lie ideal of $M$ such that $u \alpha u \in U$ for all $u \in U$ and $\alpha \in \Gamma$. Then every Jordan generalized higher derivation on $U$ of $M$ is a generalized higher derivation on the same.

Proof. By definition we have $\psi_{0}^{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$. Now we prove the theorem by induction. If $n=1$, then by Theorem 5.2 .5 we obtain $\psi_{1}^{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$. Now we assume that $n \geq 2$ and $\psi_{m}^{\alpha}(u, v)=0$ for all $m<n$. Then by Lemma 5.3.5, we have

$$
\begin{equation*}
\psi_{n}^{\alpha}(u, v) \beta w=0, \forall u, v, w \in U ; \alpha, \beta \in \Gamma . \tag{5.5}
\end{equation*}
$$

Since $w \in U$, we have $[w, m]_{\gamma} \in U$ for all $m \in M$ and $\gamma \in \Gamma$. Replacing $w$ by $[w, m]_{\gamma}$ and using (5.5), we obtain $\psi_{n}^{\alpha}(u, v) \beta m \gamma w=0$. Since $U \neq 0$, the primeness of $M$ implies that, $\psi_{n}^{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$. This is the required result.

## Chapter 6

## ( $U, M$ )-Derivations

This chapter deals with $(U, M)$-derivations and higher $(U, M)$-derivations of $\Gamma$-rings. Here we introduce the concepts of $(U, M)$-derivation and higher $(U, M)$-derivation in $\Gamma$-rings. Introductory discussions concerning these concepts are described in the first section.

The second section develops some relevant important results due to the newly introduced concept of $(U, M)$-derivation in $\Gamma$-rings. Then we generalized the results of A. K. Faraj, C. Haetinger and A. H. Majeed [16] in $\Gamma$-rings by the new concept of $(U, M)$-derivation. Here we prove that, if $U$ is an admissible Lie ideal of a prime $\Gamma$-ring $M$, and $d$ is a $(U, M)$-derivation of $M$ then $d(u \alpha v)=d(u) \alpha v+u \alpha d(v)$ for all $u, v \in U$ and $\alpha \in \Gamma$. After that, we prove $d(u \alpha m)=d(u) \alpha m+u \alpha d(m)$ for all $u \in U, m \in M$ and $\alpha \in \Gamma$, when $u \alpha u \in U$ for all $u \in U$ and $\alpha \in \Gamma$.

In the next, we develop some consequences relating to the concept of higher $(U, M)$-derivations of $\Gamma$-rings. We conclude this chapter by showing that if $U$ is an admissible Lie ideal of a prime $\Gamma$-ring $M$, and $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ is a higher $(U, M)$ derivation of $M$ then $(i) d_{n}(u \alpha v)=\sum_{i+j=n} d_{i}(u) \alpha d_{j}(v)$ for all $u, v \in U ; \alpha \in \Gamma ; n \in \mathbf{N}$ and $(i i) d_{n}(u \alpha m)=\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)$ for all $u \in U, m \in M, \alpha \in \Gamma$ and $n \in \mathbf{N}$.

### 6.1 Introduction

We begin by explaining the introductional background behind the notions of the ( $U, M$ )-derivation and higher $(U, M)$-derivation in $\Gamma$-rings. In 1950, I. N. Herstein [20, 21, 22] initiated the study of Lie and Jordan structure of associative rings. The relationship between usual derivations and Lie ideals of prime rings has been extensively studied in the last 40 years, in particular, when this relationship involves the action of the derivations on Lie ideals. R. Awtar [3] extended the Herstein's theorem to Lie ideals. He proved that if $U$ is a Lie ideal of a 2 -torsion free prime ring $R$ such that $u^{2} \in U$ for all $u \in U$ and $d: R \rightarrow R$ is an additive mapping such that $d$ is derivation on $U$ of $R$, then $d$ is a derivation on $U$ of $R$. Also, C. Haetinger in [17] extended Awtar's result to higher derivations. A. K. Faraj, C. Haetinger and A. H. Majeed [16] introduced ( $U, R$ ) - derivations in rings as a generalization of Jordan derivations on Lie ideals of rings. The notion of $(U, R)$-derivation extends the concept given of R. Awtar [3]. A. K. Faraj, C. Haetinger and A. H. Majeed [16] proved that if $R$ is a prime ring, $\operatorname{char}(R) \neq 2, U$ a square closed Lie ideal of $R$ and $d$ a $(U, R)$-derivation of $R$ then $d(u r)=d(u) r+u d(r)$ for all $u \in U, r \in R$. This result is a generalization of the result of R. Awtar [3].

Continuing in the similar way as that has been done earlier by the above mentioned prominent algebraists we then introduce the concepts of $(U, M)$-derivation and higher $(U, M)$-derivation of $\Gamma$-rings in the following way.

Definition 6.1.1. Suppose $U$ is a Lie ideal of a $\Gamma$-ring $M$. An additive mapping $d: M \rightarrow M$ is a $(U, M)$ - derivation of $M$ if $d(u \alpha m+s \alpha u)=d(u) \alpha m+u \alpha d(m)+$ $d(s) \alpha u+s \alpha d(u)$ holds for all $u \in U ; m, s \in M$ and $\alpha \in \Gamma$.

The existence of a Lie ideal of a $\Gamma$-ring and a $(U, M)$-derivation of a $\Gamma$-ring are confirmed by the following example.

Example 6.1.1. If $R$ is an associative ring with 1 , and $U$ is a Lie ideal of $R$. Let $M=M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{0}: n \in \boldsymbol{Z}\right\}$, then $M$ is a $\Gamma$-ring. Let $N=$ $\{(x, x): x \in R\} \subseteq M$, then $N$ is a sub $\Gamma$-ring. Let $U_{1}=\{(u, u): u \in U\}$, then for una - anu $\in U$ for all $u \in U$ and $a \in M$, we get

$$
\begin{aligned}
(u, u)\binom{n}{0}(a, a)-(a, a)\binom{n}{0}(u, u) & =(u n a, u n a)-(a n u, a n u) \\
& =(u n a-a n u, u n a-a n u) \in U
\end{aligned}
$$

Thus, $U_{1}$ is a Lie ideal of $N$. Let $d: R \rightarrow R$ be a $(U, R)$-derivation. Now, we define a mapping $D: N \rightarrow N$ by $D((x, x))=(d(x), d(x))$. Then

$$
\begin{aligned}
& D\left((u, u)\binom{n}{0}(a, a)+(b, b)\binom{n}{0}(u, u)\right)=D((u n a, u n a)+(b n u, b n u)) \\
& =D((u n a+b n u, u n a+b n u))=(d(u n a+b n u), d(u n a+b n u)) \\
& =(d(u) n a+u n d(a)+d(b) n u+b n d(u), d(u) n a+u n d(a)+d(b) n u+b n d(u)) \\
& =(d(u) n a+u n d(a), d(u) n a+u n d(a))+(d(b) n u+b n d(u), d(b) n u+b n d(u)) \\
& =(d(u) n a, d(u) n a)+(u n d(a), u n d(a))+(d(b) n u, d(b) n u)+(b n d(u), b n d(u)) \\
& =(d(u), d(u))\binom{n}{0}(a, a)+(u, u)\binom{n}{0}(d(a), d(a))+(d(b), d(b))\binom{n}{0}(u, u) \\
& +(b, b)\binom{n}{0}(d(u), d(u))
\end{aligned}
$$

$$
\begin{aligned}
& =D((u, u))\binom{n}{0}(a, a)+(u, u)\binom{n}{0}\left(D((a, a))+D((b, b))\binom{n}{0}(u, u)\right. \\
& +(b, b)\binom{n}{0} D((u, u))=D\left(u_{1}\right) \alpha x+u_{1} \alpha D(x)+D(y) \alpha u_{1}+y \alpha D\left(u_{1}\right), \\
& \text { where } u_{1}=(u, u), \alpha=\binom{n}{0}, x=(a, a), y=(b, b) . \text { Therefore, } \\
& D\left(u_{1} \alpha x+y \alpha u_{1}\right)=D\left(u_{1}\right) \alpha x+u_{1} \alpha D(x)+D(y) \alpha u_{1}+y \alpha D\left(u_{1}\right) .
\end{aligned}
$$

Hence $D$ is a $\left(U_{1}, N\right)$-derivation of $N$.

Definition 6.1.2. Let $U$ be a Lie ideal of a $\Gamma$-ring $M$, and let $D=\left(d_{i}\right)_{i \in N_{0}}$ be a family of additive mappings of $M$ into itself such that $d_{0}=i d_{M}$, where $i d_{M}$ is an identity mapping on $M$. Then $D$ is a higher $(U, M)$-derivation of $M$ if for each $n \in \mathbf{N}$,

$$
d_{n}(u \alpha m+s \alpha u)=\sum_{i+j=n}\left(d_{i}(u) \alpha d_{j}(m)+d_{i}(s) \alpha d_{j}(u)\right)
$$

holds for all $u \in U ; m, s \in M$ and $\alpha, \beta \in \Gamma$.

Example 6.1.2. Suppose $N$ and $U_{1}$ are as in Example 6.1.1. Let $d_{n}: R \rightarrow R$ be a higher $(U, R)$-derivation. If we define a mapping $D_{n}: N \rightarrow N$ by $D_{n}((x, x))=$ $\left(d_{n}(x), d_{n}(x)\right)$. Then by the similar calculation as in Example 6.1.1, we can show that, $D_{n}$ is a higher $\left(U_{1}, N\right)$-derivation of $N$.

Throughout this chapter (unless otherwise stated), $U$ represents a Lie ideal of a 2 -torsion free $\Gamma$-ring $M$, and $M$ satisfies the assumption $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M ; \alpha, \beta \in \Gamma$, it is denoted by $\left(^{*}\right)$.

## 6.2 $(U, M)$-Derivations in Prime $\Gamma$-Rings

This section is to develop the necessary results in order to reach the goal of the next section. All these results are due to the concept of $(U, M)$-derivations of a $\Gamma$-ring.

Lemma 6.2.1. Let $d$ be a $(U, M)$-derivation of $M$. Then
(i) $d(u \alpha m \beta u)=d(u) \alpha m \beta u+u \alpha d(m) \beta u+u \alpha m \beta d(u)$ for all $u \in U, m \in M$ and $\alpha, \beta \in \Gamma ;$
(ii) $d(u \alpha m \beta v+v \alpha m \beta u)=d(u) \alpha m \beta v+u \alpha d(m) \beta v+u \alpha m \beta d(v)+d(v) \alpha m \beta u+$ $v \alpha d(m) \beta u+v \alpha m \beta d(u)$ for all $u, v \in U ; m \in M$ and $\alpha, \beta \in \Gamma$.

Proof. By the definition of $(U, M)$-derivation of $M$, we have

$$
d(u \alpha m+s \alpha u)=d(u) \alpha m+u \alpha d(m)+d(s) \alpha u+s \alpha d(u), \forall u \in U ; m, s \in M ; \alpha \in \Gamma .
$$

Replacing $m$ and $s$ by $(2 u) \beta m+m \beta(2 u)$ and let $w=u \alpha((2 u) \beta m+m \beta(2 u))+$ $((2 u) \beta m+m \beta(2 u)) \alpha u$. Then using the definition of $(U, M)$-derivation and the condition (*), we get

$$
\begin{align*}
d(w) & =2(d(u) \alpha(u \beta m+m \beta u)+u \alpha d(u \beta m+m \beta u)+d(u \beta m+m \beta u) \alpha u+(u \beta m+m \beta u) \alpha d(u)) \\
& =2(d(u) \alpha u \beta m+d(u) \alpha m \beta u+u \alpha d(u) \beta m+u \alpha u \beta d(m)+u \alpha d(m) \beta u+u \alpha m \beta d(u) \\
& +d(u) \beta m \alpha u+u \beta d(m) \alpha u+d(m) \beta u \alpha u+m \beta d(u) \alpha u+u \beta m \alpha d(u)+m \beta u \alpha d(u)) \\
& =2(d(u) \alpha u \beta m+d(u) \alpha m \beta u+u \alpha d(u) \beta m+u \alpha u \beta d(m)+u \alpha d(m) \beta u+u \alpha m \beta d(u) \\
& +d(u) \alpha m \beta u+u \alpha d(m) \beta u+d(m) \alpha u \beta u+m \alpha d(u) \beta u+u \alpha m \beta d(u)+m \alpha u \beta d(u)) . \tag{6.1}
\end{align*}
$$

Also, we have

$$
\begin{align*}
d(w) & =d((2 u \alpha u) \beta m+m \beta(2 u \alpha u))+2 d(u \alpha m \beta u)+2 d(u \beta m \alpha u) \\
& =2(d(u) \alpha u \beta m+u \alpha d(u) \beta m+u \alpha u \beta d(m)+d(m) \beta u \alpha u+m \beta d(u) \alpha u+m \beta u \alpha d(u) \\
& +2 d(u \alpha m \beta u)+2 d(u \alpha m \beta u) \\
& =2(d(u) \alpha u \beta m+u \alpha d(u) \beta m+u \alpha u \beta d(m)+d(m) \alpha u \beta u+\operatorname{m\alpha d}(u) \beta u+m \alpha u \beta d(u)) \\
& +4 d(u \alpha m \beta u) . \tag{6.2}
\end{align*}
$$

By comparing (6.1) and (6.2), and since $M$ is 2-torsion free, we obtain

$$
\begin{equation*}
d(u \alpha m \beta u)=d(u) \alpha m \beta u+u \alpha d(m) \beta u+u \alpha m \beta d(u), \forall u \in U ; m \in M ; \alpha, \beta \in \Gamma . \tag{6.3}
\end{equation*}
$$

If we linearize (6.3) on $u$, then (ii) is obtained.
Definition 6.2.1. For a $(U, M)$-derivation $d$, we define $\phi_{\alpha}(u, m)=d(u \alpha m)-d(u) \alpha m-$ $u \alpha d(m)$ for all $u \in U, m \in M$ and $\alpha \in \Gamma$.

Lemma 6.2.2. Let d be a $(U, M)$-derivation of $a \Gamma$-ring $M$. For all $u, v \in U ; m, n \in$ $M$ and $\alpha \in \Gamma$, the following statements are true:
(i) $\phi_{\alpha}(m, u)=-\phi_{\alpha}(u, m) ;(i i) \phi_{\alpha}(u+v, m)=\phi_{\alpha}(u, m)+\phi_{\alpha}(v, m)$;
(iii) $\phi_{\alpha}(u, m+n)=\phi_{\alpha}(u, m)+\phi_{\alpha}(u, n) ;(i v) \phi_{\alpha+\beta}(u, m)=\phi_{\alpha}(u, m)+\phi_{\beta}(u, m)$.

Proof. (i) Using Definition 6.2.1, we get

$$
\begin{aligned}
\phi_{\alpha}(u, m)+\phi_{\alpha}(m, u) & =d(u \alpha m)-d(u) \alpha m-u \alpha d(m)+d(m \alpha u)-d(m) \alpha a-m \alpha d(u) \\
& =d(u \alpha m+m \alpha u)-d(u) \alpha m-u \alpha d(m)-d(m) \alpha u-m \alpha d(u) \\
& =d(u) \alpha m+d(m) \alpha a+u \alpha d(m)+\operatorname{m\alpha d}(u)-d(u) \alpha m-u \alpha d(m) \\
& -d(m) \alpha u-\operatorname{m\alpha d}(u)=0 .
\end{aligned}
$$

$\Rightarrow \phi_{\alpha}(m, u)=-\phi_{\alpha}(u, m)$.
(ii) By the definition of $(U, M)$-derivation of $M$, we obtain

$$
\begin{aligned}
\phi_{\alpha}(u+v, m) & =d((u+v) \alpha m)-d(u+v) \alpha m-(u+v) \alpha d(m) \\
& =d(u \alpha m+v \alpha m)-d(u) \alpha m-d(v) \alpha m-u \alpha d(m)-v \alpha d(m) \\
& =d(u \alpha m)-d(u) \alpha m-u \alpha d(m)+d(v \alpha m)-d(v) \alpha m-v \alpha d(m) \\
& =\phi_{\alpha}(u, m)+\phi_{\alpha}(v, m) .
\end{aligned}
$$

(iii) and (iv): The proofs are too obvious to perform.

Lemma 6.2.3. Let $U$ be a nonzero admissible Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$. Then $U$ contains a nonzero ideal of $M$.

Proof. Since $U$ is a noncentral Lie ideal of $M$, if $x, y \in U$ are any two elements, then $x \alpha y-y \alpha x \neq 0$ for every $\alpha \in \Gamma$. For any $m \in M$, using the condition $\left(^{*}\right)$

$$
\begin{aligned}
x \alpha(y \beta m)-(y \beta m) \alpha x & =x \alpha(y \beta m)-y \alpha x \beta m+y \alpha x \beta m-(y \beta m) \alpha x \\
& =(x \alpha y-y \alpha x) \beta m+y \beta x \alpha m-y \beta m \alpha x \\
& =(x \alpha y-y \alpha x) \beta m+y \beta(x \alpha m-m \alpha x) \in U .
\end{aligned}
$$

Since $U$ is a square closed Lie ideal of $M, 2 y \beta(x \alpha m-m \alpha x) \in U$ this leads us, $2(x \alpha y-y \alpha x) \beta m \in U$ for all $m \in M$. Now for any $m, s \in M$, we have

$$
(2(x \alpha y-y \alpha x) \beta m) \alpha s-s \alpha(2(x \alpha y-y \alpha x) \beta m) \in U ;(2(x \alpha y-y \alpha x) \beta m) \alpha s \in U .
$$

This implies,

$$
s \alpha(2(x \alpha y-y \alpha x)) \beta m \in U, \forall m, s \in M ; \alpha, \beta \in \Gamma .
$$

Let $I=M \Gamma 2(x \alpha y-y \alpha x) \Gamma M$. Then it is clear that $I$ is an ideal contained in $U$. Now, we have to show that $I$ is nonzero. Suppose that $I=0$. By the 2 -torsion freeness of $M, x \alpha y=y \alpha x$ and this a contradiction. Therefore, $I$ is a nonzero ideal of $M$.

Lemma 6.2.4. Let $U$ be a Lie ideal of a prime $\Gamma$-ring $M$ such that $U \nsubseteq Z(M)$. Then there exist elements $a, b \in U$ such that $[a, b]_{\alpha}=a \alpha b-b \alpha a \neq 0$.

Proof. Assume that $[x, y]_{\alpha}=0$ for every $x, y \in U$ and $\alpha \in \Gamma$. This gives $[U, U]_{\Gamma}=0$, a contradiction to our assumption. So, there exist elements $a, b \in U$ such that $[a, b]_{\alpha}=a \alpha b-b \alpha a \neq 0$.

Lemma 6.2.5. Assume that $U$ is an admissible Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$. If $\operatorname{tav} \beta v+v \beta v \alpha t=0$, for any $t \in M ; v \in U$ and $\alpha, \beta \in \Gamma$, then $t=0$.

Proof. Since $\operatorname{tav} \beta v+v \beta v \alpha t=0$ for all $v \in U, t \in M$ and $\alpha, \beta \in \Gamma$. Linearize on $v$, where $u \in U$

$$
\begin{aligned}
0 & =t \alpha(u+v) \beta(u+v)+(u+v) \beta(u+v) \alpha t \\
& =t \alpha(u \beta u+u \beta v+v \beta u+v \beta v)+(u \beta u+u \beta v+v \beta u+v \beta v) \alpha t \\
& =t \alpha(u \beta v+v \beta u)+(u \beta v+v \beta u) \alpha t .
\end{aligned}
$$

Replacing $v$ by $v \alpha v$, we get

$$
\begin{equation*}
t \alpha(u \beta v \alpha v+v \alpha v \beta u)+(u \beta v \alpha v+v \alpha v \beta u) \alpha t=0 . \tag{6.4}
\end{equation*}
$$

Applying $t \alpha v \beta v+v \beta v \alpha t=0$ in (6.4), and using the condition( ${ }^{*}$ )

$$
\begin{gathered}
t \alpha u \beta v \alpha v-v \alpha v \beta t \alpha u-u \alpha t \beta v \alpha v+v \alpha v \beta u \alpha t=0 . \\
\Rightarrow(t \alpha u-u \alpha t) \beta v \alpha v-v \alpha v \beta(t \alpha u-u \alpha t)=0 .
\end{gathered}
$$

Therefore,

$$
\begin{equation*}
[t, u]_{\alpha} \beta v \alpha v-v \alpha v \beta[t, u]_{\alpha}=0 . \tag{6.5}
\end{equation*}
$$

Again applying $t \alpha v \beta v+v \beta v \alpha t=0$ in (6.5), we get

$$
[t, u]_{\alpha} \beta v \alpha v-\left(-[t, u]_{\alpha} \beta v \alpha v\right)=0 .
$$

$$
\Rightarrow 2[t, u]_{\alpha} \beta v \alpha v=0
$$

By the 2-torsion freeness of $M$,

$$
[t, u]_{\alpha} \beta v \alpha v=0, \forall u, v \in U ; t \in M ; \alpha, \beta \in \Gamma .
$$

This implies,

$$
[M, U]_{\Gamma} \Gamma(v \alpha v)=0
$$

By Lemma 6.2.3, $U$ contains a nonzero ideal $I$ of $M$ and this gives us, $[M, U]_{\Gamma} \Gamma I \Gamma(v \alpha v)=$ 0 . Therefore, $[M, U]_{\Gamma} \Gamma M \Gamma I \Gamma(v \alpha v) \subseteq[M, U]_{\Gamma} \Gamma I \Gamma(v \alpha v)=0$. Since $M$ is prime, so $I \Gamma(v \alpha v)=0$ or $[M, U]_{\Gamma}=0$. If $I \Gamma(v \alpha v)=0$, then for $I \neq 0$ and by Lemma 6.2.4, we get $U=0$, which is a contradiction. Therefore, $[M, U]_{\Gamma}=0$, that is $t \beta v-v \beta t=0$ for all $v \in U, t \in M, \beta \in \Gamma$. Since $t \alpha v \beta v+v \beta v \alpha t=0$, and applying $t \beta v=v \beta t$

$$
\begin{aligned}
0 & =t \alpha v \beta v+v \alpha v \beta t \\
& =t \alpha v \beta v+v \alpha t \beta v \\
& =t \alpha v \beta v+\operatorname{t\alpha v} \beta v \\
& =2 t \alpha v \beta v .
\end{aligned}
$$

By the 2-torsion freeness of $M, \operatorname{tav} \beta v=0$ for all $v \in U, t \in M, \beta \in \Gamma$. Linearize $\operatorname{tav} \beta v=0$ on $v$, where $u \in U$

$$
\begin{aligned}
0 & =t \alpha(u+v) \beta(u+v) \\
& =t \alpha(u \beta v+v \beta u) .
\end{aligned}
$$

This implies,

$$
\begin{gathered}
t \alpha(u \beta v+v \beta u) \gamma u \alpha t=0 . \\
\Rightarrow t \alpha u \beta v \gamma u \alpha t+t \alpha v \beta u \gamma u \alpha t=0 .
\end{gathered}
$$

Since $u \gamma u \alpha t=0$ and $t \alpha u=u \alpha t$. Therefore,

$$
(t \alpha u) \beta v \gamma(t \alpha u)=0 .
$$

By the primeness of $M, t \alpha u=0$. Since $u \beta m-m \beta u \in U$ for all $u \in U, m \in M, \beta \in \Gamma$. Therefore, $t \alpha(u \beta m-m \beta u)=0$, that is, $t \alpha u \beta m-t \alpha m \beta u=0$. This implies, $t \alpha m \beta u=$ 0 . But $u \neq 0$ and $M$ is prime, consequently, $t=0$.

As explained earlier, the goal of this section is to prove the following theorem.

Theorem 6.2.6. Let $U$ be an admissible Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$, and let d be a $(U, M)$-derivation of $M$. Then $\phi_{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$.

Proof. Let $x=4\left(u \alpha v \beta[u, v]_{\alpha} \gamma v \alpha u+v \alpha u \beta[u, v]_{\alpha} \gamma u \alpha v\right)$. Then using Lemma 6.2.1(ii), we get

$$
\begin{aligned}
d(x) & =d\left((2 u \alpha v) \beta[u, v]_{\alpha} \gamma(2 v \alpha u)+(2 v \alpha u) \beta[u, v]_{\alpha} \gamma(2 u \alpha v)\right) \\
& =d(2 u \alpha v) \beta[u, v]_{\alpha} \gamma(2 v \alpha u)+2 u \alpha v d\left(\beta[u, v]_{\alpha}\right) \gamma 2 v \alpha u+2 u \alpha v \beta[u, v]_{\alpha} \gamma d(2 v \alpha u) \\
& +d(2 v \alpha u) \beta[u, v]_{\alpha} \gamma(2 u \alpha v)+2 v \alpha u d\left(\beta[u, v]_{\alpha}\right) \gamma 2 u \alpha v+2 v \alpha u \beta[u, v]_{\alpha} \gamma d(2 u \alpha v) .
\end{aligned}
$$

On the other hand using Lemma 6.2.1(i), we get

$$
\begin{aligned}
d(x) & =d\left(u \alpha\left(4 v \beta[u, v]_{\alpha} \gamma v\right) \alpha u+v \alpha\left(4 u \beta[u, v]_{\alpha} \gamma u\right) \alpha v\right) \\
& =d(u) \alpha 4 v \beta[u, v]_{\alpha} \gamma v \alpha u+u \alpha d\left(4 v \beta[u, v]_{\alpha} \gamma v\right) \alpha u+u \alpha 4 v \beta[u, v]_{\alpha} \gamma v \alpha d(u) \\
& +d(v) \alpha 4 u \beta[u, v]_{\alpha} \gamma u \alpha v+v \alpha d\left(4 u \beta[u, v]_{\alpha} \gamma u\right) \alpha v+v \alpha 4 u \beta[u, v]_{\alpha} \gamma u \alpha d(v) \\
& =4 d(u) \alpha v \beta[u, v]_{\alpha} \gamma v \alpha u+4 u \alpha d(v) \beta[u, v]_{\alpha} \gamma v \alpha u+4 u \alpha v d\left(\beta[u, v]_{\alpha}\right) \gamma v \alpha u \\
& +4 u \alpha v \beta[u, v]_{\alpha} \gamma d(v) \alpha u+4 u \alpha v \beta[u, v]_{\alpha} \gamma v \alpha d(u)+4 d(v) \alpha u \beta[u, v]_{\alpha} \gamma u \alpha v \\
& +4 v \alpha d(u) \beta[u, v]_{\alpha} \gamma u \alpha v+4 v \alpha u d\left(\beta[u, v]_{\alpha}\right) \gamma u \alpha v+4 v \alpha u \beta[u, v]_{\alpha} \gamma d(u) \alpha v \\
& +4 v \alpha u \beta[u, v]_{\alpha} \gamma u \alpha d(v) .
\end{aligned}
$$

Equating these two expressions for $d(x)$ and using the Definition 6.2.1, we obtain

$$
\begin{aligned}
& 4(d(u \alpha v)-d(u) \alpha v-u \alpha d(v)) \beta[u, v]_{\alpha} \gamma v \alpha u+4(d(v \alpha u)-d(v) \alpha u-v \alpha d(u)) \beta[u, v]_{\alpha} \gamma u \alpha v \\
& +4 u \alpha v \beta[u, v]_{\alpha} \gamma(d(v \alpha u)-d(v) \alpha u-v \alpha d(u))+4 v \alpha u \beta[u, v]_{\alpha} \gamma(d(u \alpha v)-d(u) \alpha v-u \alpha d(v))=0 . \\
& \Rightarrow 4\left(\phi_{\alpha}(u, v) \beta[u, v]_{\alpha} \gamma v \alpha u+\phi_{\alpha}(v, u) \beta[u, v]_{\alpha} \gamma u \alpha v+u \alpha v \beta[u, v]_{\alpha} \gamma \phi_{\alpha}(v, u)\right. \\
& \left.+v \alpha u \beta[u, v]_{\alpha} \gamma \phi_{\alpha}(u, v)\right)=0 .
\end{aligned}
$$

Using Lemma 6.2.2(i), we get

$$
\begin{gathered}
4\left(\phi_{\alpha}(u, v) \beta[u, v]_{\alpha} \gamma v \alpha u-\phi_{\alpha}(u, v) \beta[u, v]_{\alpha} \gamma u \alpha v-u \alpha v \beta[u, v]_{\alpha} \gamma \phi_{\alpha}(u, v)+v \alpha u \beta[u, v]_{\alpha} \gamma \phi_{\alpha}(u, v)\right)=0 . \\
\Rightarrow 4\left(\phi_{\alpha}(u, v) \beta[u, v]_{\alpha} \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta[u, v]_{\alpha} \gamma \phi_{\alpha}(u, v)\right)=0 .
\end{gathered}
$$

Using the condition (*) and 2-torsion freeness of $M$,

$$
\phi_{\alpha}(u, v) \gamma[u, v]_{\alpha} \beta[u, v]_{\alpha}+[u, v]_{\alpha} \beta[u, v]_{\alpha} \gamma \phi_{\alpha}(u, v)=0, \forall u, v \in U, \alpha, \beta, \gamma \in \Gamma .
$$

Since $U \nsubseteq Z(M)$, and therefore, $[u, v]_{\alpha} \neq 0$ for all $u, v \in U$ and $\alpha \in \Gamma$. Hence by Lemma 6.2.5, we obtain $\phi_{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$.

Lemma 6.2.7. Let $U$ be an admissible Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$, and d be a $(U, M)$-derivation of $M$. Then $\phi_{\beta}(u \alpha u, m)=0$ for all $u \in U, m \in M$ and $\alpha, \beta \in \Gamma$.

Proof. By Theorem 6.2.6, we have $\phi_{\alpha}(u, v)=0$ for all $u, v \in U ; \alpha \in \Gamma$. Thus for all $u \in U, m \in M$ and $\alpha, \beta \in \Gamma$, we obtain

$$
\begin{aligned}
& 0=\phi_{\alpha}(u, u \beta m-m \beta u) \\
& \quad=d(u \alpha(u \beta m-m \beta u))-d(u) \alpha(u \beta m-m \beta u)-u \alpha d(u \beta m-m \beta u) \\
& =d(u \alpha u \beta m-u \alpha m \beta u)-d(u) \alpha(u \beta m-m \beta u)-u \alpha d(u \beta m-m \beta u) \\
& =d(u \alpha u \beta m)-d(u \alpha m \beta u)-d(u) \alpha u \beta m+d(u) \alpha m \beta u-u \alpha(d(u) \beta m+u \beta d(m)-d(m) \beta u-m \beta d(u))
\end{aligned}
$$

$$
\begin{aligned}
& =d(u \alpha u \beta m)-d(u) \alpha m \beta u-u \alpha d(m) \beta u-u \alpha m \beta d(u)-d(u) \alpha u \beta m+d(u) \alpha m \beta u \\
& -u \alpha d(u) \beta m-u \alpha u \beta d(m)+u \alpha d(m) \beta u+u \alpha m \beta d(u) \\
& =d(u \alpha u \beta m)-d(u) \alpha u \beta m-u \alpha d(u) \beta m-u \alpha u \beta d(m) \\
& \quad=d((u \alpha u) \beta m)-d(u \alpha u) \beta m--(u \alpha u) \beta d(m)=\phi_{\beta}(u \alpha u, m) .
\end{aligned}
$$

Now, we prove the other result as follows:

Theorem 6.2.8. Let $U$ be a square closed Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$, and d be a $(U, M)$-derivation of $M$. Then $d(u \alpha m)=d(u) \alpha m+u \alpha d(m)$ for all $u \in U, m \in M$ and $\alpha \in \Gamma$.

Proof. Since $d$ is a $(U, M)$-derivation of a prime $\Gamma$-ring $M$, so for all $u \in U, m \in M$ and $\alpha, \beta \in \Gamma$, we have

$$
\begin{equation*}
d(u \alpha(u \beta m)+(u \beta m) \alpha u)=d(u) \alpha u \beta m+u \alpha d(u \beta m)+d(u \beta m) \alpha u+u \beta m \alpha d(u) . \tag{6.6}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
d(u \alpha u \beta m+u \beta m \alpha u)=d(u \alpha u \beta m)+d(u) \beta m \alpha u+u \beta d(m) \alpha u+u \beta m \alpha d(u) . \tag{6.7}
\end{equation*}
$$

From Lemma 6.2.7, we have

$$
\begin{gather*}
\phi_{\beta}(u \alpha u, m)=0, \forall u \in U ; m \in M ; \alpha, \beta \in \Gamma . \\
\Rightarrow d(u \alpha u \beta m)-d(u) \alpha u \beta m-u \alpha d(u) \beta m-u \alpha u \beta d(m)=0 . \\
\Rightarrow d(u \alpha u \beta m)=d(u) \alpha u \beta m+u \alpha d(u) \beta m+u \alpha u \beta d(m) . \tag{6.8}
\end{gather*}
$$

Now, using (6.8) in (6.7), we get

$$
\begin{align*}
d(u \alpha u \beta m+u \beta m \alpha u)=d(u) \alpha u \beta m+u \alpha d(u) \beta m & +u \alpha u \beta d(m)+d(u) \beta m \alpha u \\
& +u \beta d(m) \alpha u+u \beta m \alpha d(u) . \tag{6.9}
\end{align*}
$$

Comparing (6.6) and (6.9), we get

$$
u \alpha d(u \beta m)+d(u \beta m) \alpha u=u \alpha d(u) \beta m+u \alpha u \beta d(m)+d(u) \beta m \alpha u+u \beta d(m) \alpha u .
$$

Using Definition 6.2.1, we obtain

$$
\begin{equation*}
u \alpha \phi_{\beta}(u, m)+\phi_{\beta}(u, m) \alpha u=0, \forall u \in U, m \in M ; \alpha, \beta \in \Gamma . \tag{6.10}
\end{equation*}
$$

Linearizing (6.10) on $u$ and using (6.10)

$$
\begin{align*}
& (u+v) \alpha \phi_{\beta}(u+v, m)+\phi_{\beta}(u+v, m) \alpha(u+v)=0 . \\
& \quad \Rightarrow u \alpha \phi_{\beta}(u, m)+u \alpha \phi_{\beta}(v, m)+v \alpha \phi_{\beta}(u, m)+v \alpha \phi_{\beta}(v, m) \\
& +\phi_{\beta}(u, m) \alpha u+\phi_{\beta}(u, m) \alpha v+\phi_{\beta}(v, m) \alpha u+\phi_{\beta}(v, m) \alpha v=0 . \\
& \quad \Rightarrow u \alpha \phi_{\beta}(v, m)+v \alpha \phi_{\beta}(u, m)+\phi_{\beta}(u, m) \alpha v+\phi_{\beta}(v, m) \alpha u=0 . \tag{6.11}
\end{align*}
$$

Replacing $v$ by $v \gamma v$ in (6.11) and using Lemma 6.2.7, we get

$$
(v \gamma v) \alpha \phi_{\beta}(u, m)+\phi_{\beta}(u, m) \alpha(v \gamma v)=0 .
$$

If $U \nsubseteq Z(M)$, using Lemma 6.2.5, $\phi_{\beta}(u, m)=0$ for all $u \in U, m \in M$ and $\beta \in \Gamma$.
If $U \subseteq Z(M)$, by the 2-torsion freeness of $M,(v \gamma v) \alpha \phi_{\beta}(u, m)=0$. Therefore, $0=c \delta(v \gamma v) \alpha \phi_{\beta}(u, m)=(v \gamma v) \delta c \alpha \phi_{\beta}(u, m)$, where $c \in M$ and $\delta \in \Gamma$. Since $M$ is prime, so $v \gamma v=0$ or $\phi_{\beta}(u, m)=0$. But $v \neq 0$, hence $\phi_{\beta}(u, m)=0$ for all $u \in U, m \in M$ and $\beta \in \Gamma$. This completes the proof of the theorem.

### 6.3 Higher ( $U, M$ )-Derivations in Prime $\Gamma$-Rings

Ferrero and Haetinger [15] extended Herstein's [19] theorem to higher derivations using Jordan triple higher derivations. Also, Haetinger extended Awtar's [3] result to higher derivations. We generalized a result of A. K. Faraj, C. Haetinger and A. H. Majeed [16] in $\Gamma$-rings by the new concept of higher ( $U, M$ )-derivations. In order to prove the desired result stated at the beginning of the chapter, we have to determine some important results in the following way.

Lemma 6.3.1. Let $D=\left(d_{i}\right)_{i \in N}$ be a higher $(U, M)$-derivation of a 2-torsion free $\Gamma$-ring $M$. Then $d_{n}(u \alpha m \beta u)=\sum_{i+j+k=n} d_{i}(u) \alpha d_{j}(m) \beta d_{k}(u)$ for all $u \in U, m \in M$ and $\alpha, \beta \in \Gamma$.

Proof. Let $x=u \alpha((2 u) \beta m+m \beta(2 u))+((2 u) \beta m+m \beta(2 u)) \alpha u$. Replacing $m$ and $s$ by $(2 u) \beta m+m \beta(2 u)$ in Definition 6.1.2, and using the condition (*)

$$
\begin{align*}
& d_{n}(x)=\sum_{i+j=n}\left(d_{i}(u) \alpha d_{j}((2 u) \beta m+m \beta(2 u))+d_{i}((2 u) \beta m+m \beta(2 u)) \alpha d_{j}(u)\right) \\
& =2 \sum_{i+j=n} d_{i}(u) \alpha \sum_{l+t=j}\left(\left(d_{l}(u) \beta d_{t}(m)+d_{l}(m) \beta d_{t}(u)\right)+2 \sum_{i+j=n} \sum_{p+q=i}\left(d_{p}(u) \beta d_{q}(m)\right.\right. \\
& \left.\left.\quad+d_{p}(m) \beta d_{q}(u)\right) \alpha d_{j}(u)\right) \\
& =2 \sum_{i+l+t=n}\left(d_{i}(u) \alpha d_{l}(u) \beta d_{t}(m)+d_{i}(u) \alpha d_{l}(m) \beta d_{t}(u)\right)+2 \sum_{p+q+j=n}\left(d_{p}(u) \beta d_{q}(m) \alpha d_{j}(u)\right. \\
& \left.\quad+d_{p}(m) \beta d_{q}(u) \alpha d_{j}(u)\right) \\
& =2 \sum_{i+l+t=n} d_{i}(u) \alpha d_{l}(u) \beta d_{t}(m)+2 \sum_{i+l+t=n} d_{i}(u) \alpha d_{l}(m) \beta d_{t}(u) \\
& \quad+2 \sum_{p+q+j=n} d_{p}(u) \alpha d_{q}(m) \beta d_{j}(u)+2 \sum_{p+q+j=n} d_{p}(m) \alpha d_{q}(u) \beta d_{j}(u) . \tag{6.12}
\end{align*}
$$

On the other hand

$$
\begin{align*}
d_{n}(x) & =d_{n}((2 u \alpha u) \beta m+m \beta(2 u \alpha u))+2 d_{n}(u \alpha m \beta u)+2 d_{n}(u \beta m \alpha u) \\
& \left.=d_{n}((2 u \alpha u) \beta m+m \beta(2 u \alpha u))+2 d_{n}(u \alpha m \beta u)+2 d_{n}(u \alpha m \beta u)\right) \\
& =2 \sum_{i+j=n}\left(d_{i}(u \alpha u) \beta d_{j}(m)+d_{i}(m) \beta d_{j}(u \alpha u)\right)+4 d_{n}(u \alpha m \beta u) \\
& =2 \sum_{i+j=n} \sum_{r+s=i} d_{r}(u) \alpha d_{s}(u) \beta d_{j}(m)+2 \sum_{i+j=n} \sum_{t+k=j} d_{i}(m) \alpha d_{t}(u) \beta d_{k}(u)+4 d_{n}(u \alpha m \beta u) \\
& =2 \sum_{r+s+j=n} d_{r}(u) \alpha d_{s}(u) \beta d_{j}(m)+2 \sum_{i+t+k=n} d_{i}(m) \alpha d_{t}(u) \beta d_{k}(u)+4 d_{n}(u \alpha m \beta u) . \tag{6.13}
\end{align*}
$$

Now, comparing (6.12) and (6.13), we get

$$
4 d_{n}(u \alpha m \beta u)=4 \sum_{i+j+k=n} d_{i}(u) \alpha d_{j}(m) \beta d_{k}(u), \forall u \in U, m \in M ; \alpha, \beta \in \Gamma .
$$

Using 2-torsion freeness of $M$, we get the desired result.

Lemma 6.3.2. If $D=\left(d_{i}\right)_{i \in N}$ is a higher $(U, M)$-derivation of $M$. Then for all $u, v \in U ; m \in M$ and $\alpha, \beta \in \Gamma, d_{n}(u \alpha m \beta v+v \alpha m \beta u)=\sum_{i+j+k=n} d_{i}(u) \alpha d_{j}(m) \beta d_{k}(v)+$ $d_{i}(v) \alpha d_{j}(m) \beta d_{k}(u)$.

Proof. Linearizing of $d_{n}(u \alpha m \beta u)=\sum_{i+j+k=n} d_{i}(u) \alpha d_{j}(m) \beta d_{k}(u)$ with respect to $u$, we obtain

$$
\begin{align*}
& d_{n}((u+v) \alpha m \beta(u+v))=\sum_{i+j+k=n} d_{i}(u+v) \alpha d_{j}(m) \beta d_{k}(u+v) \\
& \quad=\sum_{i+j+k=n}\left(d_{i}(u) \alpha d_{j}(m) \beta d_{k}(u)+d_{i}(u) \alpha d_{j}(m) \beta d_{k}(v)+d_{i}(v) \alpha d_{j}(m) \beta d_{k}(u)\right. \\
& \left.\quad+d_{i}(v) \alpha d_{j}(m) \beta d_{k}(v)\right) \tag{6.14}
\end{align*}
$$

On the other hand

$$
\begin{align*}
& d_{n}((u+v) \alpha m \beta(u+v))=d_{n}(u \alpha m \beta u)+d_{n}(u \alpha m \beta v+v \alpha m \beta u)+d_{n}(v \alpha m \beta v) \\
&=\sum_{i+j+k=n}\left(d_{i}(u) \alpha d_{j}(m) \beta d_{k}(u)\right.+d_{n}(u \alpha m \beta v+v \alpha m \beta u) \\
&+\sum_{i+j+k=n}\left(d_{i}(v) \alpha d_{j}(m) \beta d_{k}(v) .\right. \tag{6.15}
\end{align*}
$$

Now, comparing (6.14) and (6.15)

$$
d_{n}(u \alpha m \beta v+v \alpha m \beta u)=\sum_{i+j+k=n} d_{i}(u) \alpha d_{j}(m) \beta d_{k}(v)+d_{i}(v) \alpha d_{j}(m) \beta d_{k}(u)
$$

Definition 6.3.1. For every higher $(U, M)$-derivation $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ of $M$, we define $\phi_{n}^{\alpha}(u, m)=d_{n}(u \alpha m)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)$ for all $u \in U, m \in M, \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Remark 6.3.1. $\phi_{n}^{\alpha}(u, m)=0$ for all $u \in U, m \in M, \alpha \in \Gamma$ and $n \in \mathbf{N}$ if and only if $d_{n}(u \alpha m)=\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)$ for all $u \in U, m \in M, \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Lemma 6.3.3. Let $D=\left(d_{i}\right)_{i \in N}$ be a higher $(U, M)$-derivation of $M$. Then for every $u, v \in U ; m, p \in M ; \alpha, \beta \in \Gamma$ and $n \in N$
(i) $\phi_{n}^{\alpha}(u, m)+\phi_{n}^{\alpha}(m, u)=0 ;(i i) \phi_{n}^{\alpha}(u+v, m)=\phi_{n}^{\alpha}(u, m)+\phi_{n}^{\alpha}(v, m)$;
$(i i i) \phi_{n}^{\alpha}(u, m+p)=\phi_{n}^{\alpha}(u, m)+\phi_{n}^{\alpha}(u, p) ;(i v) \phi_{n}^{\alpha+\beta}(u, m)=\phi_{n}^{\alpha}(u, m)+\phi_{n}^{\beta}(u, m)$.

Proof. (i) By the Definition 6.3.1 and using the definition of higher ( $U, M$ )-derivation
of $M$, we obtain

$$
\begin{aligned}
\phi_{n}^{\alpha}(u, m)+\phi_{n}^{\alpha}(m, u) & =d_{n}(u \alpha m)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)+d_{n}(m \alpha u)-\sum_{i+j=n} d_{i}(m) \alpha d_{j}(u) \\
& =d_{n}(u \alpha m+m \alpha u)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)-\sum_{i+j=n} d_{i}(m) \alpha d_{j}(u) \\
& =\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)+\sum_{i+j=n} d_{i}(m) \alpha d_{j}(u)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m) \\
& -\sum_{i+j=n} d_{i}(m) \alpha d_{j}(u)=0
\end{aligned}
$$

(ii) By the definition of $\phi_{n}^{\alpha}(u, m)$, we get

$$
\begin{aligned}
\phi_{n}^{\alpha}(u+v, m) & =d_{n}((u+v) \alpha m)-\sum_{i+j=n} d_{i}(u+v) \alpha d_{j}(m) \\
& =d_{n}(u \alpha m+v \alpha m)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)-\sum_{i+j=n} d_{i}(v) \alpha d_{j}(m) \\
& =d_{n}(u \alpha m)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)+d_{n}(v \alpha m)-\sum_{i+j=n} d_{i}(v) \alpha d_{j}(m) \\
& =\phi_{n}^{\alpha}(u, m)+\phi_{n}^{\alpha}(v, m) .
\end{aligned}
$$

(iii) and (iv) are very easy to proof.

Theorem 6.3.4. If $U$ is an admissible Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$, and $D=\left(d_{i}\right)_{i \in N}$ is a higher $(U, M)$-derivation of $M$. Let $n \in \boldsymbol{N} ; u, v \in U ; \alpha, \beta, \gamma \in \Gamma$ and $\phi_{p}^{\alpha}(u, v)=0$ for every $p<n$, then $\phi_{n}^{\alpha}(u, v)=0$ for all $u, v \in U ; \alpha \in \Gamma$ and $n \in N$.

Proof. Let $T=d_{n}(4 u \alpha v \beta w \gamma v \alpha u+4 v \alpha u \beta w \gamma u \alpha v)$. By Lemma 6.3.1, we get

$$
\begin{aligned}
& T= d_{n}(u \alpha(4 v \beta w \gamma v) \alpha u)+d_{n}(v \alpha(4 u \beta w \gamma u) \alpha v) \\
&=4 \sum_{i+p+l=n}\left(d_{i}(u) \alpha d_{p}(v \beta w \gamma v) \alpha d_{l}(u)\right)+4 \sum_{i+p+l=n}\left(d_{i}(v) \alpha d_{p}(u \beta w \gamma u) \alpha d_{l}(v)\right) \\
&=4 \sum_{i+j+k+h+l=n} d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) \gamma d_{h}(v) \alpha d_{l}(u)+4 \sum_{i+j+k+h+l=n} d_{i}(v) \alpha d_{j}(u) \beta d_{k}(w) \gamma d_{h}(u) \alpha d_{l}(v) .
\end{aligned}
$$

On the other hand by Lemma 6.3.2, we obtain

$$
\begin{aligned}
T=d_{n} & ((2 u \alpha v) \beta w \gamma(2 v \alpha u)+(2 v \alpha u) \beta w \gamma(2 u \alpha v)) \\
& =\sum_{r+s+t=n}\left(d_{r}(2 u \alpha v) \beta d_{s}(w) \gamma d_{t}(2 v \alpha u)+d_{r}(2 v \alpha u) \beta d_{s}(w) \gamma d_{t}(2 u \alpha v)\right) \\
& =4 \sum_{r+s+t=n} d_{r}(u \alpha v) \beta d_{s}(w) \gamma d_{t}(v \alpha u)+4 \sum_{r+s+t=n} d_{r}(v \alpha u) \beta d_{s}(w) \gamma d_{t}(u \alpha v) .
\end{aligned}
$$

Comparing above two expressions for $T$, we obtain

$$
\begin{aligned}
& \sum_{i+j+k+h+l=n} d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) \gamma d_{h}(v) \alpha d_{l}(u)-\sum_{r+s+t=n} d_{r}(u \alpha v) \beta d_{s}(w) \gamma d_{t}(v \alpha u) \\
+ & \sum_{i+j+k+h+l=n} d_{i}(v) \alpha d_{j}(u) \beta d_{k}(w) \gamma d_{h}(u) \alpha d_{l}(v)-\sum_{r+s+t=n} d_{r}(v \alpha u) \beta d_{s}(w) \gamma d_{t}(u \alpha v)=0 .
\end{aligned}
$$

Since $\phi_{p}^{\alpha}(u, v)=0$, for every $p<n$, that is $d_{p}(u \alpha v)=\sum_{i+j=p} d_{i}(u) \alpha d_{j}(v)$. Therefore,

$$
\begin{gathered}
\sum_{i+j+k+h+l=n}\left(d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) \gamma d_{h}(v) \alpha d_{l}(u)\right)-\sum_{r+s+t=n}\left(d_{r}(u \alpha v) \beta d_{s}(w) \gamma d_{t}(v \alpha u)\right) \\
=\left(\sum_{i+j=n} d_{i}(u) \alpha d_{j}(v)\right) \beta w \gamma v \alpha u+u \alpha v \beta w \gamma\left(\sum_{h+l=n} d_{h}(v) \alpha d_{l}(u)\right) \\
+\sum_{i+j+k+h+l=n}^{i+j<n, h+l<n}\left(d_{i}(u) \alpha d_{j}(v) \beta d_{k}(w) \gamma d_{h}(v) \alpha d_{l}(u)\right)-d_{n}((u \alpha v) \beta w \gamma(v \alpha u) \\
-(u \alpha v) \beta w \gamma d_{n}(v \alpha u)-\sum_{r+s+t=n}^{i+j=r<n, p+q=t<n}\left(d_{i}(u) \alpha d_{j}(v) \beta d_{s}(w) \gamma d_{p}(v) \alpha d_{q}(u)\right) \\
=-\left(d_{n}\left((u \alpha v)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(v)\right) \beta(w \gamma v \alpha u)-(u \alpha v \beta w) \gamma\left(d_{n}(v \alpha u)-\sum_{h+l=n} d_{h}(v) \alpha d_{l}(u)\right)\right. \\
=-\left(\phi_{n}^{\alpha}(u, v) \beta w \gamma v \alpha u+u \alpha v \beta w \gamma \phi_{n}^{\alpha}(v, u)\right) .
\end{gathered}
$$

Proceeding as above, we also have

$$
\begin{aligned}
\sum_{i+j+k+h+l=n} d_{i}(v) \alpha d_{j}(u) \beta d_{k}(w) \gamma d_{h}(u) \alpha d_{l}(v) & -\sum_{r+s+t=n} d_{r}(v \alpha u) \beta d_{s}(w) \gamma d_{t}(u \alpha v) \\
& =-\left(\phi_{n}^{\alpha}(v, u) \beta w \gamma u \alpha v+v \alpha u \beta w \gamma \phi_{n}^{\alpha}(u, v)\right) .
\end{aligned}
$$

Therefore,

$$
\phi_{n}^{\alpha}(u, v) \beta w \gamma v \alpha u+u \alpha v \beta w \gamma \phi_{n}^{\alpha}(v, u)+\phi_{n}^{\alpha}(v, u) \beta w \gamma u \alpha v+v \alpha u \beta w \gamma \phi_{n}^{\alpha}(u, v)=0 .
$$

By Lemma 6.3.3(i), we obtain

$$
\phi_{n}^{\alpha}(u, v) \beta w \gamma v \alpha u-u \alpha v \beta w \gamma \phi_{n}^{\alpha}(u, v)-\phi_{n}^{\alpha}(u, v) \beta w \gamma u \alpha v+v \alpha u \beta w \gamma \phi_{n}^{\alpha}(u, v)=0 .
$$

This implies,

$$
\phi_{n}^{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(u, v)=0, \forall w \in U .
$$

In view of Lemma 4.2.6 and Lemma 4.2.7, we obtain $\phi_{n}^{\alpha}(u, v) \beta w \gamma[x, y]_{\delta}=0$ for all $u, v, w, x, y \in U$ and $\alpha, \beta, \gamma, \delta \in \Gamma$. Since $[x, y]_{\delta} \neq 0$ as $U \nsubseteq Z(M)$. Hence by Lemma 4.2.5, we obtain $\phi_{n}^{\alpha}(u, v)=0$ for all $u, v \in U ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Lemma 6.3.5. Let $U$ be an admissible Lie ideal of a prime $\Gamma$-ring $M$, and $D=\left(d_{i}\right)_{i \in N}$ be a higher $(U, M)$-derivation of $M$. Then $\phi_{n}^{\alpha}(u \beta u, m)=0$ for all $u \in U, m \in$ $M ; \alpha, \beta \in \Gamma$ and $n \in \boldsymbol{N}$.

Proof. By Theorem 6.3.4, we have $\phi_{n}^{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$. Now for any $m \in M$, replacing $v$ by $u \beta m-m \beta u$, we get

$$
\begin{aligned}
0 & =\phi_{n}^{\alpha}(u, u \beta m-m \beta u) \\
& =d_{n}(u \alpha(u \beta m-m \beta u))-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(u \beta m-m \beta u) \\
& =d_{n}(u \alpha u \beta m)-d_{n}(u \alpha m \beta u)-\sum_{i+j=n} d_{i}(u) \alpha \sum_{p+q=j}\left(d_{p}(u) \beta d_{q}(m)-d_{p}(m) \beta d_{q}(u)\right) \\
& =d_{n}(u \alpha u \beta m)-d_{n}(u \alpha m \beta u)-\sum_{i+p+q=n} d_{i}(u) \alpha d_{p}(u) \beta d_{q}(m)+\sum_{i+p+q=n} d_{i}(u) \alpha d_{p}(m) \beta d_{q}(u) \\
& =d_{n}(u \alpha u \beta m)-d_{n}(u \alpha m \beta u)-\sum_{i+p+q=n} d_{i}(u) \alpha d_{p}(u) \beta d_{q}(m)+d_{n}(u \alpha m \beta u) \\
& =d_{n}(u \beta u \alpha m)-\sum_{s+q=n}\left(\sum_{i+p=s} d_{i}(u) \beta d_{p}(u)\right) \alpha d_{q}(m)=\phi_{n}^{\alpha}(u \beta u, m) .
\end{aligned}
$$

Theorem 6.3.6. Let $U$ be an admissible Lie ideal of a 2-torsion free prime $\Gamma$ ring $M$, and $D=\left(d_{i}\right)_{i \in N}$ be a higher $(U, M)$-derivation of $M$. Then $d_{n}(u \beta m)=$ $\sum_{i+j=n} d_{i}(u) \beta d_{j}(m)$ for all $u \in U, m \in M, \beta \in \Gamma$ and $n \in \boldsymbol{N}$.

Proof. By Definition 6.3.1, we have

$$
\phi_{0}^{\alpha}(u, m)=0, \forall u \in U, m \in M, \alpha \in \Gamma .
$$

Also, by Theorem 6.2.8,

$$
\phi_{1}^{\alpha}(u, m)=0, \forall u \in U, m \in M, \alpha \in \Gamma .
$$

Now, we proceed by induction. Suppose $\phi_{p}^{\alpha}(u, m)=0$ for all $u \in U, m \in M, \alpha \in \Gamma$ and $p \in \mathbf{N}$. This implies, $d_{p}(u \alpha m)=\sum_{i+j=p} d_{i}(u) \alpha d_{j}(m), u \in U, m \in M$ and $\alpha \in \Gamma$ and $p<n$, where $p, n \in \mathbf{N}$. Since $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ is a higher $(U, M)$-derivation of $M$. Therefore,

$$
\begin{aligned}
& d_{n}(u \alpha(u \beta m)+(u \beta m) \alpha u)=\sum_{i+j=n}\left(d_{i}(u) \alpha d_{j}(u \beta m)+d_{i}(u \beta m) \alpha d_{j}(u)\right) \\
& =u \alpha d_{n}(u \beta m)+d_{n}(u) \alpha(u \beta m)+\sum_{i+j=n}^{i, j<n} d_{i}(u) \alpha d_{j}(u \beta m) \\
& \quad+(u \beta m) \alpha d_{n}(u)+d_{n}(u \beta m) \alpha u+\sum_{i+j=n}^{i, j<n} d_{i}(u \beta m) \alpha d_{j}(u) \\
& =u \alpha d_{n}(u \beta m)+d_{n}(u) \alpha(u \beta m)+\sum_{i+j=n}^{i, j<n} d_{i}(u) \alpha \sum_{s+t=j} d_{s}(u) \beta d_{t}(m) \\
& \quad+(u \beta m) \alpha d_{n}(u)+d_{n}(u \beta m) \alpha u+\sum_{i+j=n}^{i, j<n}\left(\sum_{l+q=i} d_{l}(u) \beta d_{q}(m)\right) \alpha d_{j}(u)
\end{aligned}
$$

$$
\begin{align*}
=u \alpha d_{n}(u \beta m) & +d_{n}(u) \alpha(u \beta m)+\sum_{i+s+t=n}^{i, s+t<n} d_{i}(u) \alpha d_{s}(u) \beta d_{t}(m) \\
& +(u \beta m) \alpha d_{n}(u)+d_{n}(u \beta m) \alpha u+\sum_{l+q+j=n}^{l+q, j<n} d_{l}(u) \beta d_{q}(m) \alpha d_{j}(u) . \tag{6.16}
\end{align*}
$$

On the other hand, using Lemma 6.3.1 and Lemma 6.3.5, we get

$$
\begin{align*}
& d_{n}(u \alpha(u \beta m)+(u \beta m) \alpha u)=d_{n}(u \alpha u \beta m)+d_{n}(u \beta m \alpha u) \\
& =\sum_{p+q+j=n} d_{p}(u) \alpha d_{q}(u) \beta d_{j}(m)+\sum_{i+j+k=n}^{p, q+j<n} d_{i}(u) \beta d_{j}(m) \alpha d_{k}(u) \\
& =d_{n}(u) \alpha u \beta m+u \alpha \sum_{q+j=n} d_{q}(u) \beta d_{j}(m)+\sum_{p+q+j=n}(u) \alpha d_{q}(u) \beta d_{j}(m) \\
& \quad+u \beta m \alpha d_{n}(u)+\sum_{i+j=n} d_{i}(u) \beta d_{j}(m) \alpha u+\sum_{i+j+k=n}^{i+j, k<n} d_{i}(u) \beta d_{j}(u) \alpha d_{k}(m) . \tag{6.17}
\end{align*}
$$

By comparing (6.16) and (6.17), and using the condition $\left(^{*}\right)$

$$
\begin{align*}
& u \alpha d_{n}(u \beta m)+d_{n}(u \beta m) \alpha u=u \alpha \sum_{q+j=n} d_{q}(u) \beta d_{j}(m)+\sum_{i+j=n} d_{i}(u) \beta d_{j}(m) \alpha u \\
& \Rightarrow u \alpha\left(d_{n}(u \beta m)-\sum_{q+j=n} d_{q}(u) \beta d_{j}(m)\right)+\left(d_{n}(u \beta m)-\sum_{i+j=n} d_{i}(u) \beta d_{j}(m)\right) \alpha u=0 . \\
& \Rightarrow u \alpha \phi_{n}^{\beta}(u, m)+\phi_{n}^{\beta}(u, m) \alpha u=0 . \tag{6.18}
\end{align*}
$$

Linearizing of (6.18) with respect to $u$, gives us

$$
\phi_{n}^{\beta}(u, m) \alpha v+\phi_{n}^{\beta}(v, m) \alpha u+u \alpha \phi_{n}^{\beta}(v, m)+v \alpha \phi_{n}^{\beta}(u, m)=0 .
$$

Replacing $v$ by $v \alpha v$, then using Lemma 6.2.5 and Lemma 6.3.5, we get

$$
\phi_{n}^{\alpha}(u, m)=0, \forall u \in U, m \in M, \alpha \in \Gamma, n \in \mathbf{N} .
$$

Hence $d_{n}(u \beta m)=\sum_{i+j=n} d_{i}(u) \beta d_{j}(m)$ for all $u \in U, m \in M, \beta \in \Gamma$ and $n \in \mathbf{N}$.

## Chapter 7

## Generalized ( $U, M$ )-Derivations

This chapter makes a study of generalized $(U, M)$-derivations and generalized higher ( $U, M$ )-derivations of $\Gamma$-rings analogous to the study of $(U, M)$-derivations and higher ( $U, M$ )-derivations of $\Gamma$-rings in Chapter 6 . In view of the notions of $(U, M)$-derivation and higher $(U, M)$-derivation of $\Gamma$-rings here we introduce the concepts of generalized $(U, M)$-derivation and generalized higher $(U, M)$-derivation of $\Gamma$-rings. We start the discussion with the introductory definitions of generalized $(U, M)$-derivation and generalized higher ( $U, M$ )-derivation of $\Gamma$-rings.

In the next, associated with some important consequences due to $(U, M)$-derivations of $\Gamma$-rings developed in the previous chapter, here we determine some useful significant results on generalized $(U, M)$-derivations of $\Gamma$-rings. Then we extend the results of A. K. Faraj, C. Haetinger and A. H. Majeed [16] in $\Gamma$-rings by the new concept of generalized $(U, M)$-derivations of $\Gamma$-rings.

Finally, we conclude this chapter by proving the analogous results corresponding to the results of previous chapter considering generalized higher $(U, M)$-derivations of prime $\Gamma$-rings instead of higher $(U, M)$-derivations of prime $\Gamma$-rings almost similar way after developing a number of results regarding this derivation.

### 7.1 Introduction

A. K. Faraj, C. Haetinger and A. H. Majeed [16] introduced generalized $(U, R)$ derivations in rings as a generalization of Jordan derivations on Lie ideals of a ring. They extended Awtar's [3] theorem to generalized higher ( $U, R$ )-derivations by proving that if $R$ is a prime ring, $\operatorname{char}(R) \neq 2, U$ is an admissible Lie ideal of $R$ and $F=\left(f_{i}\right)_{i \in N}$ is a generalized $(U, R)$-derivations of $R$, then $f_{n}(u r)=\sum_{i+j=n} f_{i}(u) d_{j}(r)$ for all $u \in U, r \in R, n \in N$.

Following the notions of $(U, M)$-derivation and higher $(U, M)$-derivation of a $\Gamma$ ring in the previous chapter here we introduce the concepts of generalized ( $U, M$ )derivation and generalized higher $(U, M)$-derivation of $\Gamma$-rings in the following way.

Definition 7.1.1. Let $U$ be a Lie ideal of a $\Gamma$-ring $M$. An additive mapping $f$ : $M \rightarrow M$ is a generalized $(U, M)$-derivation of $M$ if there exists a $(U, M)$-derivation $d$ of $M$ such that $f(u \alpha m+s \alpha u)=f(u) \alpha m+u \alpha d(m)+f(s) \alpha u+\operatorname{s\alpha d}(u)$ is satisfied for all $u \in U ; m, s \in M$ and $\alpha \in \Gamma$.

The following are examples of $(U, M)$-derivation and generalized $(U, M)$-derivation of a $\Gamma$-ring.

Example 7.1.1. Let $R$ be an associative ring with 1, and let $U$ be a Lie ideal of R. Let $M=M_{1,2}(R)$ and $\Gamma=\left\{\binom{n .1}{0}: n \in Z\right\}$, then $M$ is a $\Gamma$-ring. Let $N=\{(x, x): x \in R\} \subseteq M$, then $N$ is a sub $\Gamma$-ring of $M$. Let $U_{1}=\{(u, u): u \in U\}$, then $U_{1}$ is a Lie ideal of $N$. Let $f: R \rightarrow R$ be a generalized $(U, R)$-derivation. Then there exists a $(U, R)$-derivation $d: R \rightarrow R$ such that $f(u x+s u)=f(u) x+$ $u d(x)+f(s) u+s d(u), \forall u \in U, x, s \in R$. If we define a mapping $D: N \rightarrow N$ by
$D((x, x))=(d(x), d(x))$, then we have

$$
\begin{aligned}
& D\left((u, u)\binom{n}{0}(x, x)+(y, y)\binom{n}{0}(u, u)\right)=D((u n x, u n x)+(y n u, y n u)) \\
& =D((u n x+y n u, u n x+y n u))=(d(u n x+y n u), d(u n x+y n u))
\end{aligned}
$$

After calculation as in Example 6.1.1, we have

$$
D\left(u_{1} \alpha x_{1}+y_{1} \alpha u_{1}\right)=D\left(u_{1}\right) \alpha x_{1}+u_{1} \alpha D\left(x_{1}\right)+D\left(y_{1}\right) \alpha u_{1}+y_{1} \alpha D\left(u_{1}\right)
$$

where $u_{1}=(u, u), \alpha=\binom{n}{0}, x_{1}=(x, x)$ and $y_{1}=(y, y)$. Hence $D$ is a $\left(U_{1}, N\right)-$ derivation on $N$. Let $F: N \rightarrow N$ be the additive mapping defined by $F((x, x))=$ $(f(x), f(x))$, then considering $u_{1}=(u, u) \in U_{1}, \alpha=\binom{n}{0} \in \Gamma$ and $x_{1}=(x, x), y_{1}=$ $(y, y) \in N$, we have

$$
\begin{aligned}
F & \left(u_{1} \alpha x_{1}+y_{1} \alpha u_{1}\right)=F((u n x+y n u, u n x+y n u))=(f(u n x+y n u), f(u n x+y n u)) \\
= & (f(u) n x+u n d(x)+f(y) n u+y n d(u), f(u) n x+u n d(x)+f(y) n u+y n d(u)) \\
= & (f(u) n x+u n d(x), f(u) n x+u n d(x))+(f(y) n u+y n d(u), f(y) n u+y n d(u)) \\
= & (f(u) n x, f(u) n x)+(u n d(x), u n d(x))+(f(y) n u, f(y) n u)+(y n d(u), y n d(u)) \\
& =(f(u), f(u))\binom{n}{0}(x, x)+(u, u)\binom{n}{0}(d(x), d(x))+(f(y), f(y)) \\
& \binom{n}{0}(u, u)+(y, y)\binom{n}{0}(d(u), d(u))=F((u, u))\binom{n}{0}(x, x) \\
& +(u, u)\binom{n}{0}\left(D((x, x))+F((y, y))\binom{n}{0}(u, u)+(y, y)\binom{n}{0} D((u, u)) .\right.
\end{aligned}
$$

$$
\Rightarrow F\left(u_{1} \alpha x_{1}+y_{1} \alpha u_{1}\right)=F\left(u_{1}\right) \alpha x_{1}+u_{1} \alpha D\left(x_{1}\right)+F\left(y_{1}\right) \alpha u_{1}+y_{1} \alpha D\left(u_{1}\right)
$$

Hence $F$ is a generalized $\left(U_{1}, N\right)-$ derivation on $N$.

Definition 7.1.2. If $U$ is a Lie ideal of a $\Gamma$-ring $M$ and $F=\left(f_{i}\right)_{i \in N_{0}}$ is a family of additive mappings of $M$ into itself, where $f_{0}=i d_{M}$ then $F$ is a generalized higher ( $U, M$ )-derivation of $M$ if for each $n \in \mathbf{N}$ there exists an higher ( $U, M$ )-derivation $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ of $M$ such that

$$
f_{n}(u \alpha m+s \alpha u)=\sum_{i+j=n}\left(f_{i}(u) \alpha d_{j}(m)+f_{i}(s) \alpha d_{j}(u)\right)
$$

holds for all $u \in U, m, s \in M$ and $\alpha, \beta \in \Gamma$.

Example 7.1.2. Let $U$ be a Lie ideal of an associative ring $R$ with 1 , and let $f_{n}$ : $R \rightarrow R$ be a generalized higher $(U, R)$-derivation. Then there exists a higher $(U, R)$ derivation $d_{n}: R \rightarrow R$ such that

$$
f_{n}(u x+y u)=\sum_{i+j=n}\left(f_{i}(u) d_{j}(x)+f_{i}(y) d_{j}(u)\right), \forall u \in U, x, y \in R .
$$

Suppose $N$ and $U_{1}$ are as in Example 7.1.1. If we define a mapping $D_{n}: N \rightarrow N$ by $D_{n}((x, x))=\left(d_{n}(x), d_{n}(x)\right)$. Then $D_{n}$ is a higher $\left(U_{1}, N\right)$-derivation on $N$. Let $F_{n}: N \rightarrow N$ be the additive mapping defined by $F_{n}((x, x))=\left(f_{n}(x), f_{n}(x)\right)$. Then by the similar calculation as in Example 7.1.1, we can show that, $F_{n}$ is a generalized higher $\left(U_{1}, N\right)$-derivation on $N$.

Except otherwise mentioned, throughout this chapter, $M$ is a 2-torsion free $\Gamma$-ring which satisfies the assumption $a \alpha b \beta c=a \beta b \alpha c$ for all $a, b, c \in M ; \alpha, \beta \in \Gamma$ and it is denoted by $\left(^{*}\right) ; U$ is a Lie ideal of $M$.

### 7.2 Generalized $(U, M)$-Derivations in Prime $\Gamma$ - <br> Rings

To determine some important results of prime $\Gamma$-rings with generalized ( $U, M$ )-derivations, we have to develop some needful results proceeding as follows.

Lemma 7.2.1. If $f$ is a generalized $(U, M)$-derivation of $M$ for which $d$ is the associated $(U, M)$-derivation of $M$. Then for all $u, v \in U ; m \in M$ and $\alpha, \beta \in \Gamma$,
(i) $f(u \alpha m \beta u)=f(u) \alpha m \beta u+u \alpha d(m) \beta u+u \alpha m \beta d(u)$;
(ii) $f(u \alpha m \beta v+v \alpha m \beta u)=f(u) \alpha m \beta v+u \alpha d(m) \beta v+u \alpha m \beta d(v)+f(v) \alpha m \beta u+$ $v \alpha d(m) \beta u+v \alpha m \beta d(u)$.

Proof. By the definition of generalized $(U, M)$-derivation of $M$, we have $f(u \alpha m+$ $s \alpha u)=f(u) \alpha m+u \alpha d(m)+f(s) \alpha u+s \alpha d(u)$ for all $u \in U ; m, s \in M$ and $\alpha \in \Gamma$. Replacing $m$ and $s$ by $(2 u) \beta m+m \beta(2 u)$ and let $w=u \alpha((2 u) \beta m+m \beta(2 u))+$ $((2 u) \beta m+m \beta(2 u)) \alpha u$.

On the one hand

$$
\begin{align*}
& f(w)=2(f(u) \alpha(u \beta m+m \beta u)+u \alpha d(u \beta m+m \beta u)+f(u \beta m+m \beta u) \alpha u+(u \beta m+m \beta u) \alpha d(u)) \\
& =2(f(u) \alpha u \beta m+f(u) \alpha m \beta u+u \alpha d(u) \beta m+u \alpha u \beta d(m)+u \alpha d(m) \beta u+u \alpha m \beta d(u) \\
& +f(u) \beta m \alpha u+u \beta d(m) \alpha u+f(m) \beta u \alpha u+m \beta d(u) \alpha u+u \beta m \alpha d(u)+m \beta u \alpha d(u)) \\
& =2(f(u) \alpha u \beta m+f(u) \alpha m \beta u+u \alpha d(u) \beta m+u \alpha u \beta d(m)+u \alpha d(m) \beta u+u \alpha m \beta d(u) \\
& +f(u) \alpha m \beta u+u \alpha d(m) \beta u+f(m) \alpha u \beta u+m \alpha d(u) \beta u+u \alpha m \beta d(u)+m \alpha u \beta d(u)) . \tag{7.1}
\end{align*}
$$

On the other hand

$$
f(w)=f((2 u \alpha u) \beta m+m \beta(2 u \alpha u))+2 f(u \alpha m \beta u)+2 f(u \beta m \alpha u)
$$

$$
\begin{align*}
& =2(f(u) \alpha u \beta m+u \alpha d(u) \beta m+u \alpha u \beta d(m)+f(m) \beta u \alpha u+m \beta d(u) \alpha u+m \beta u \alpha d(u))+4 f(u \alpha m \beta u) \\
= & 2(f(u) \alpha u \beta m+u \alpha d(u) \beta m+u \alpha u \beta d(m)+f(m) \alpha u \beta u+\operatorname{m\alpha d}(u) \beta u+m \alpha u \beta d(u))+4 f(u \alpha m \beta u) . \tag{7.2}
\end{align*}
$$

Comparing (7.1) and (7.2), and since $M$ is 2-torsion free

$$
\begin{equation*}
f(u \alpha m \beta u)=f(u) \alpha m \beta u+u \alpha d(m) \beta u+u \alpha m \beta d(u), \forall u \in U ; m \in M ; \alpha, \beta \in \Gamma . \tag{7.3}
\end{equation*}
$$

If we linearize (7.3) on $u$, then (ii) is obtained.

Definition 7.2.1. Let $f$ be a generalized $(U, M)$-derivation with the associated $(U, M)$-derivation $d$ of $M$. We define $\Psi_{\alpha}(u, m)=f(u \alpha m)-f(u) \alpha m-u \alpha d(m)$ and $\Phi_{\alpha}(u, m)=d(u \alpha m)-d(u) \alpha m-u \alpha d(m)$ for all $u \in U ; m \in M$ and $\alpha \in \Gamma$.

Directly from the definition, the following properties follow at once.

Lemma 7.2.2. If $f$ is a generalized ( $U, M$ )-derivation of $M$, then for all $u, v \in$ $U ; m, n \in M$ and $\alpha, \beta \in \Gamma$,
$(i) \Phi_{\alpha}(u, m)=-\Phi_{\alpha}(m, u) ;(i i) \Phi_{\alpha}(u+v, m)=\Phi_{\alpha}(u, m)+\Phi_{\alpha}(v, m) ;$
$(i i i) \Phi_{\alpha}(u, m+n)=\Phi_{\alpha}(u, m)+\Phi_{\alpha}(u, n) ;(i v) \Phi_{\alpha+\beta}(u, m)=\Phi_{\alpha}(u, m)+\Phi_{\beta}(u, m)$.

Proof. (i) By the definition of $\Phi_{\alpha}(u, m)$, we have $\Phi_{\alpha}(u, m)=f(u \alpha m)-f(u) \alpha m-$ $u \alpha d(m)$, using the Definition 7.1.1

$$
\begin{aligned}
& \Phi_{\alpha}(u, m)+\Phi_{\alpha}(m, u)=f(u \alpha m)-f(u) \alpha m-u \alpha d(m)+f(m \alpha u)-f(m) \alpha a-m \alpha d(u) \\
&=f(u \alpha m+m \alpha u)-f(u) \alpha m-u \alpha d(m)-f(m) \alpha u-\operatorname{m\alpha d}(u) \\
&=f(u) \alpha m+f(m) \alpha a+u \alpha d(m)+\bmod (u)-f(u) \alpha m-u \alpha d(m) \\
&-f(m) \alpha u-\bmod (u)=0 . \\
& \Rightarrow \Phi_{\alpha}(u, m)=-\Phi_{\alpha}(m, u) .
\end{aligned}
$$

(ii) By the definition of $\Phi_{\alpha}(u, m)$, we get

$$
\begin{aligned}
\Phi_{\alpha}(u+v, m) & =f((u+v) \alpha m)-f(u+v) \alpha m-(u+v) \alpha d(m) \\
& =f(u \alpha m+v \alpha m)-f(u) \alpha m-f(v) \alpha m-u \alpha d(m)-v \alpha d(m) \\
& =f(u \alpha m)-f(u) \alpha m-u \alpha d(m)+f(v \alpha m)-f(v) \alpha m-v \alpha d(m) \\
& =\Phi_{\alpha}(u, m)+\Phi_{\alpha}(v, m) .
\end{aligned}
$$

(iii)- (iv): These are too easy to prove.

Lemma 7.2.3. With our notations as above, for any $u, v \in U ; m \in M$ and $\alpha, \beta \in \Gamma$, the following are true:
(i) $\Psi_{\alpha}(u, m)=-\Psi_{\alpha}(m, u) ;(i i) \Psi_{\alpha}(u+v, m)=\Psi_{\alpha}(u, m)+\Psi_{\alpha}(v, m)$;
(iii) $\Psi_{\alpha}(u, m+n)=\Psi_{\alpha}(u, m)+\Psi_{\alpha}(u, n) ;(i v) \Psi_{\alpha+\beta}(u, m)=\Psi_{\alpha}(u, m)+\Psi_{\beta}(u, m)$.

Proof. Proceeding in the same way of the proof of above lemma.

In obtaining our main result of this section, the following Lemma plays an important role.

Lemma 7.2.4. If $U$ is an admissible Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$ and $f$ is a generalized ( $U, M$ )-derivation of $M$ for which $d$ is the associated $(U, M)$-derivation of $M$, then $\Psi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}=0$ for all $u, v, w \in U$ and $\alpha, \beta, \gamma \in$ $\Gamma$.

Proof. Let $x=4(u \alpha v \beta w \gamma v \alpha u+v \alpha u \beta w \gamma u \alpha v)$. Using Lemma 7.2.1(ii), we have

$$
\begin{aligned}
& f(x)=f((2 u \alpha v) \beta w \gamma(2 v \alpha u)+(2 v \alpha u) \beta w \gamma(2 u \alpha v)) \\
&=4 f(u \alpha v) \beta w \gamma v \alpha u+4 u \alpha v \beta d(w) \gamma v \alpha u+4 u \alpha v \beta w \gamma d(v \alpha u)+4 f(v \alpha u) \beta w \gamma u \alpha v \\
&+4 v \alpha u \beta d(w) \gamma u \alpha v+4 v \alpha u \beta w \gamma d(u \alpha v) .
\end{aligned}
$$

On the other hand, using Lemma 7.2.1(i), we have

$$
\begin{aligned}
& f(x)=f(u \alpha(4 v \beta w \gamma v) \alpha u+v \alpha(4 u \beta w \gamma u) \alpha v) \\
& \begin{array}{r}
=f(u) \alpha 4 v \beta w \gamma v \alpha u+u \alpha d(4 v \beta w \gamma v) \alpha u
\end{array}+u \alpha 4 v \beta w \gamma v \alpha d(u)+f(v) \alpha 4 u \beta w \gamma u \alpha v \\
& \quad+v \alpha d(4 u \beta w \gamma u) \alpha v+v \alpha 4 u \beta w \gamma u \alpha d(v) \\
& =4 f(u) \alpha v \beta w \gamma v \alpha u+4 u \alpha d(v) \beta w \gamma v \alpha u+4 u \alpha v \beta d(w) \gamma v \alpha u u+4 u \alpha v \beta w \gamma d(v) \alpha u \\
& +4 u \alpha v \beta w \gamma v \alpha d(u)+4 f(v) \alpha u \beta w \gamma u \alpha v+4 v \alpha d(u) \beta w \gamma u \alpha v+4 v \alpha u \beta d(w) \gamma u \alpha v \\
& \\
& \quad+4 v \alpha u \beta w \gamma d(u) \alpha v+4 v \alpha u \beta w \gamma u \alpha d(v) .
\end{aligned}
$$

Comparing the right side of $f(x)$ and using the 2-torsion freeness of $M$

$$
\begin{aligned}
& f(u \alpha v) \beta w \gamma v \alpha u+u \alpha v \beta w \gamma d(v \alpha u)+f(v \alpha u) \beta w \gamma u \alpha v+v \alpha u \beta w \gamma d(u \alpha v) \\
&= f(u) \alpha v \beta w \gamma v \alpha u+u \alpha d(v) \beta w \gamma v \alpha u+u \alpha v \beta w \gamma d(v) \alpha u+u \alpha v \beta w \gamma v \alpha d(u) \\
& \quad+f(v) \alpha u \beta w \gamma u \alpha v+v \alpha d(u) \beta w \gamma u \alpha v+v \alpha u \beta w \gamma d(u) \alpha v+v \alpha u \beta w \gamma u \alpha d(v) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& (f(u \alpha v)-f(u) \alpha v-u \alpha d(v)) \beta w \gamma v \alpha u+(f(v \alpha u)-f(v) \alpha u-v \alpha d(u)) \beta w \gamma u \alpha v \\
+ & u \alpha v \beta w \gamma(d(v \alpha u)-d(v) \alpha u-v \alpha d(u))+v \alpha u \beta w \gamma(d(u \alpha v)-d(u) \alpha v-u \alpha d(v))=0 .
\end{aligned}
$$

Using the Definition 7.2.1, we obtain

$$
\Psi_{\alpha}(u, v) \beta w \gamma v \alpha u+\Psi_{\alpha}(v, u) \beta w \gamma u \alpha v+u \alpha v \beta w \gamma \Phi_{\alpha}(v, u)+v \alpha u \beta w \gamma \Phi_{\alpha}(u, v)=0 .
$$

Now, using Lemma 7.2.2(i) and 7.2.3(i), we have

$$
\Psi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \Phi_{\alpha}(u, v)=0, \forall u, v, w \in U ; \alpha, \beta, \gamma \in \Gamma .
$$

Since $d$ is a $(U, M)$-derivation, we have $\Phi_{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$, by Lemma 6.2.6. Using this we obtain the desired result.

Now, we prove the following two theorems with generalized $(U, M)$-derivation of a prime $\Gamma$-ring $M$.

Theorem 7.2.5. Assume that $U$ is an admissible Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$, and $f$ is a generalized $(U, M)$-derivation of $M$, then $\Psi_{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$.

Proof. By Lemma 7.2.4, we have

$$
\Psi_{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}=0, \forall u, v, w \in U ; \alpha, \beta, \gamma \in \Gamma .
$$

Using the Lemma 4.2.7 in the above relation, we obtain

$$
\Psi_{\alpha}(u, v) \beta w \gamma[x, y]_{\delta}=0, \forall u, v, w, x, y \in U ; \alpha, \beta, \gamma, \delta \in \Gamma .
$$

Since $U$ is not contained in $Z(M)$, so $[x, y]_{\delta} \neq 0$. Thus, by Lemma 4.2.5, we get $\Psi_{\alpha}(u, v)=0$ for all $u, v \in U$ and $\alpha \in \Gamma$.

Remark 7.2.1. If we replace $U$ by a square closed Lie ideal in the Theorem 7.2.5, then the theorem is also true.

Theorem 7.2.6. Let $U$ be a square closed Lie ideal of a 2-torsion free prime $\Gamma$-ring $M$, then $f(u \alpha m)=f(u) \alpha m+u \alpha d(m)$ for all $u \in U ; m \in M$ and $\alpha \in \Gamma$.

Proof. From Theorem 7.2.5 and Remark 7.2.1, we have

$$
\begin{equation*}
\Psi_{\alpha}(u, v)=0, \forall u, v \in U ; \alpha \in \Gamma \tag{7.4}
\end{equation*}
$$

Replacing $v$ by $u \beta m-m \beta u$ in (7.4), we get $\Psi_{\alpha}(u, u \beta m-m \beta u)=0$. Since $u \beta m-$
$m \beta u \in U$ for all $u \in U, m \in M$ and $\alpha, \beta \in \Gamma$. Therefore,

$$
\begin{aligned}
0 & =\Psi_{\alpha}(u, u \beta m-m \beta u) \\
& =f(u \alpha(u \beta m-m \beta u))-f(u) \alpha(u \beta m-m \beta u)-u \alpha d(u \beta m-m \beta u) \\
& =f(u \alpha u \beta m)-f(u \alpha m \beta u)-f(u) \alpha u \beta m+f(u) \alpha m \beta u-u \alpha d(u) \beta m \\
& -u \alpha u \beta d(m)+u \alpha d(m) \beta u+u \alpha m \beta d(u) \\
& =f(u \alpha u \beta m)-f(u) \alpha m \beta u-u \alpha d(m) \beta u-u \alpha m \beta d(u)-f(u) \alpha u \beta m \\
& +f(u) \alpha m \beta u-u \alpha d(u) \beta m-u \alpha u \beta d(m)+u \alpha d(m) \beta u+u \alpha m \beta d(u) \\
& =f(u \alpha u \beta m)-f(u) \alpha u \beta m-u \alpha d(u) \beta m-u \alpha u \beta d(m) .
\end{aligned}
$$

This implies,

$$
\begin{align*}
& f(u \alpha u \beta m)=f(u) \alpha u \beta m+u \alpha d(u) \beta m+u \alpha u \beta d(m) . \\
& \Rightarrow f((u \alpha u) \beta m)-f(u \alpha u) \beta m-(u \alpha u) \beta d(m)=0 . \\
& \Rightarrow \Psi_{\beta}(u \alpha u, m)=0, \forall u \in U ; m \in M ; \alpha, \beta \in \Gamma . \tag{7.5}
\end{align*}
$$

Now, let $x=u \alpha u \beta m+u \beta m \alpha u$. Then by the definition of generalized $(U, M)$ derivation, we have

$$
\begin{align*}
f(x) & =f(u) \alpha u \beta m+u \alpha d(u \beta m)+f(u \beta m) \alpha u+u \beta m \alpha d(u)  \tag{7.6}\\
& =f(u) \alpha u \beta m+u \alpha d(u) \beta m+u \alpha u \beta d(m)+f(u \beta m) \alpha u+u \beta m \alpha d(u) .
\end{align*}
$$

On the other hand, using (7.5) and Lemma 7.2.1(i)

$$
\begin{align*}
f(x) & =f(u \alpha u \beta m)+f(u \beta m \alpha u) \\
& =f(u) \alpha u \beta m+u \alpha d(u) \beta m+u \alpha u \beta d(m)+f(u) \beta m \alpha u+u \beta d(m) \alpha u+u \beta m \alpha d(u) . \tag{7.7}
\end{align*}
$$

Comparing (7.6) and (7.7), we get

$$
(f(u \beta m)-f(u) \beta m-u \beta d(m)) \alpha u=0 .
$$

This yields,

$$
\begin{equation*}
\Psi_{\beta}(u, m) \alpha u=0, \forall u \in U ; m \in M ; \alpha, \beta \in \Gamma . \tag{7.8}
\end{equation*}
$$

Linearize (7.8) on $u$ and using equation (7.8), we get

$$
\begin{equation*}
\Psi_{\beta}(u, m) \alpha v+\Psi_{\beta}(v, m) \alpha u=0 . \tag{7.9}
\end{equation*}
$$

Replacing $v$ by $v \gamma v$ in equation (7.9), we obtain

$$
\Psi_{\beta}(u, m) \alpha v \gamma v+\Psi_{\beta}(v \gamma v, m) \alpha u=0 .
$$

Since $\Psi_{\beta}(v \gamma v, m)=0$ for all $v \in U, m \in M$ and $\beta, \gamma \in \Gamma$. This is seen in the equation (7.5) for $v \gamma v$ in place of $u \alpha u$. Therefore, we have

$$
\begin{equation*}
\Psi_{\beta}(u, m) \alpha v \gamma v=0, \forall u, v \in U ; m \in M ; \alpha, \beta, \gamma \in \Gamma . \tag{7.10}
\end{equation*}
$$

Replacing $v$ by $u+v$ in (7.10) and using (7.5), we obtain

$$
\begin{aligned}
& \Psi_{\beta}(u, m) \alpha(u+v) \gamma(u+v)=0 . \\
& \qquad \begin{array}{l}
\Rightarrow \Psi_{\beta}(u, m) \alpha(u \gamma u+u \gamma v+v \gamma u+v \gamma v)=0
\end{array} \\
& \quad \Rightarrow \Psi_{\beta}(u, m) \alpha u \gamma v+\Psi_{\beta}(u, m) \alpha v \gamma u=0 .
\end{aligned}
$$

Now using (7.8), this implies $\Psi_{\beta}(u, m) \alpha v \gamma u=0$ for all $u, v \in U ; m \in M$ and $\alpha, \beta, \gamma \in$ $\Gamma$. Since $U$ is noncentral, by Lemma 4.2.5, $\Psi_{\beta}(u, m)=0$ for all $u \in U, m \in M$ and $\beta \in \Gamma$.

### 7.3 Generalized Higher $(U, M)$-Derivations in Prime $\Gamma$-Rings

Here, we determine a number of important consequences relating to the concept of generalized higher $(U, M)$-derivations of a $\Gamma$-ring to extend the results stated at the beginning of this chapter following $[14,15,16,17]$ classical ring theory to $\Gamma$-ring theory.

Lemma 7.3.1. Let $F=\left(f_{i}\right)_{i \in N}$ be a generalized higher $(U, M)$-derivation of $M$. Then $f_{n}(u \alpha m \beta u)=\sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(u)$ for all $u \in U ; m \in M$ and $\alpha, \beta \in \Gamma$.

Proof. Let $x=u \alpha((2 u) \beta m+m \beta(2 u))+((2 u) \beta m+m \beta(2 u)) \alpha u$. Replacing $m$ and $s$ by $(2 u) \beta m+m \beta(2 u)$ in $f_{n}(u \alpha m+s \alpha u)=\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)+f_{i}(s) \alpha d_{j}(u)$ and using the condition $\left(^{*}\right)$, we get

$$
\begin{aligned}
& f_{n}(x)=\sum_{i+j=n} f_{i}(u) \alpha d_{j}((2 u) \beta m+m \beta(2 u))+f_{i}((2 u) \beta m+m \beta(2 u)) \alpha d_{j}(u) \\
& =2 \sum_{i+j=n} f_{i}(u) \alpha \sum_{l+t=j}\left(d_{l}(u) \beta d_{t}(m)+d_{l}(m) \beta d_{t}(u)\right)+2 \sum_{i+j=n} \sum_{p+q=i}\left(f_{p}(u) \beta d_{q}(m)\right. \\
& \left.\quad+f_{p}(m) \beta d_{q}(u)\right) \alpha d_{j}(u) \\
& =2 \sum_{i+l+t=n}\left(f_{i}(u) \alpha d_{l}(u) \beta d_{t}(m)+f_{i}(u) \alpha d_{l}(m) \beta d_{t}(u)\right)+2 \sum_{p+q+j=n}\left(f_{p}(u) \beta d_{q}(m) \alpha d_{j}(u)\right. \\
& \\
& \left.\quad+f_{p}(m) \beta d_{q}(u) \alpha d_{j}(u)\right) .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& f_{n}(x)=2 \sum_{i+l+t=n} f_{i}(u) \alpha d_{l}(u) \beta d_{t}(m)+2 \sum_{i+l+t=n} f_{i}(u) \alpha d_{l}(m) \beta d_{t}(u) \\
&+2 \sum_{p+q+j=n} f_{p}(u) \alpha d_{q}(m) \beta d_{j}(u)+2 \sum_{p+q+j=n} f_{p}(m) \alpha d_{q}(u) \beta d_{j}(u) . \tag{7.11}
\end{align*}
$$

Again, by the definition of higher $(U, M)$-derivation and using the condition $\left({ }^{*}\right)$

$$
\begin{align*}
f_{n}(x) & =f_{n}((2 u \alpha u) \beta m+m \beta(2 u \alpha u))+2 f_{n}(u \alpha m \beta u)+2 f_{n}(u \beta m \alpha u) \\
& =f_{n}((2 u \alpha u) \beta m+m \beta(2 u \alpha u))+2 f_{n}(u \alpha m \beta u)+2 f_{n}(u \alpha m \beta u) \\
& =\sum_{i+j=n}\left(f_{i}(2 u \alpha u) \beta d_{j}(m)+f_{i}(m) \beta d_{j}(2 u \alpha u)\right)+4 f_{n}(u \alpha m \beta u) \\
& =2 \sum_{i+j=n}\left(\sum_{r+s=i} f_{r}(u) \alpha d_{s}(u)\right) \beta d_{j}(m)+2 \sum_{i+j=n} f_{i}(m) \alpha\left(\sum_{h+k=j} d_{h}(u) \beta d_{k}(u)\right)+4 f_{n}(u \alpha m \beta u) \\
& =2 \sum_{r+s+j=n} f_{r}(u) \alpha d_{s}(u) \beta d_{j}(m)+2 \sum_{i+h+k=n} f_{i}(m) \beta d_{h}(u) \alpha d_{k}(u)+4 f_{n}(u \alpha m \beta u) . \tag{7.12}
\end{align*}
$$

Now, comparing (7.11) and (7.12), we get

$$
4 f_{n}(u \alpha m \beta u)=4 \sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(u), \forall u \in U ; m \in M ; \alpha, \beta \in \Gamma .
$$

Using 2-torsion freeness of $M$, we get the desired result.

Lemma 7.3.2. Let $F=\left(f_{i}\right)_{i \in N}$ be a generalized higher $(U, M)$-derivation of $M$. Then $f_{n}(u \alpha m \beta v+v \alpha m \beta u)=\sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) d_{k}(v)+f_{i}(v) \alpha d_{j}(m) \beta d_{k}(u)$, for all $u, v \in U ; m \in M$ and $\alpha, \beta \in \Gamma$.

Proof. Linearizing of $f_{n}(u \alpha m \beta u)=\sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(u)$ with respect to $u$,

$$
\begin{align*}
& f_{n}((u+v) \alpha m \beta(u+v))=\sum_{i+j+k=n} f_{i}(u+v) \alpha d_{j}(m) \beta d_{k}(u+v) \\
& =\sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(u)+\sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(v) \\
& \quad+\sum_{i+j+k=n} f_{i}(v) \alpha d_{j}(m) \beta d_{k}(u)+\sum_{i+j+k=n} f_{i}(v) \alpha d_{j}(m) \beta d_{k}(v) . \tag{7.13}
\end{align*}
$$

On the other hand

$$
\begin{align*}
& f_{n}((u+v) \alpha m \beta(u+v))=f_{n}(u \alpha m \beta u)+f_{n}(u \alpha m \beta v+v \alpha m \beta u)+f_{n}(v \alpha m \beta v) \\
= & \sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(u)+f_{n}(u \alpha m \beta v+v \alpha m \beta u)+\sum_{i+j+k=n} f_{i}(v) \alpha d_{j}(m) \beta d_{k}(v) . \tag{7.14}
\end{align*}
$$

By comparing (7.13) and (7.14), we have the required result.

Definition 7.3.1. Let $F=\left(f_{i}\right)_{i \in \mathbf{N}}$ be a generalized higher $(U, M)$-derivation of $M$. For every fixed $n \in \mathbf{N}$, we define $\psi_{n}^{\alpha}(u, m)=f_{n}(u \alpha m)-\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)$, for all $u \in U ; m \in M ; \alpha \in \Gamma$. Also, let $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ be a higher $(U, M)$-derivation of $M$. For every fixed $n \in \mathbf{N}$, we define $\phi_{n}^{\alpha}(u, m)=d_{n}(u \alpha m)-\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)$ for all $u \in U ; m \in M ; \alpha \in \Gamma$.

Remark 7.3.1. $\psi_{n}^{\alpha}(u, m)=0$, for all $u \in U ; m \in M ; \alpha \in \Gamma$ and $n \in \mathbf{N}$ if and only if $f_{n}(u \alpha m)=\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)$, for all $u \in U ; m \in M ; \alpha \in \Gamma$ and $n \in \mathbf{N}$. Also $\phi_{n}^{\alpha}(u, m)=0$, for all $u \in U ; m \in M ; \alpha \in \Gamma$ and $n \in \mathbf{N}$ if and only if $d_{n}(u \alpha m)=$ $\sum_{i+j=n} d_{i}(u) \alpha d_{j}(m)$, for all $u \in U ; m \in M ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Lemma 7.3.3. If $F=\left(f_{i}\right)_{i \in N}$ is a generalized higher $(U, M)$-derivation of $M$, then for every $u, v \in U ; m, p \in M ; \alpha, \beta \in \Gamma$ and $n \in \boldsymbol{N}$ :
(i) $\psi_{n}^{\alpha}(u, m)+\psi_{n}^{\alpha}(m, u)=0 ;(i i) \psi_{n}^{\alpha}(u+v, m)=\psi_{n}^{\alpha}(u, m)+\psi_{n}^{\alpha}(v, m)$;
$(i i i) \psi_{n}^{\alpha}(u, m+p)=\psi_{n}^{\alpha}(u, m)+\psi_{n}^{\alpha}(u, p) ;(i v) \psi_{n}^{\alpha+\beta}(u, m)=\psi_{n}^{\alpha}(u, m)+\psi_{n}^{\beta}(u, m)$.

Proof. (i) By Definition 7.3.1, and using generalized higher ( $U, M$ )-derivation

$$
\psi_{n}^{\alpha}(u, m)+\psi_{n}^{\alpha}(m, u)=f_{n}(u \alpha m)-\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)+f_{n}(m \alpha u)-\sum_{i+j=n} f_{i}(m) \alpha d_{j}(u)
$$

$$
\begin{aligned}
& =f_{n}(u \alpha m+m \alpha u)-\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)-\sum_{i+j=n} f_{i}(m) \alpha d_{j}(u) \\
= & \sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)+\sum_{i+j=n} f_{i}(m) \alpha d_{j}(u)-\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)-\sum_{i+j=n} f_{i}(m) \alpha d_{j}(u)=0 .
\end{aligned}
$$

(ii) By the definition of $\psi_{n}^{\alpha}(u, m)$, we get

$$
\begin{aligned}
\psi_{n}^{\alpha}(u+v, m) & =f_{n}((u+v) \alpha m)-\sum_{i+j=n} f_{i}(u+v) \alpha d_{j}(m) \\
& =f_{n}(u \alpha m+v \alpha m)-\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)-\sum_{i+j=n} f_{i}(v) \alpha d_{j}(m) \\
& =f_{n}(u \alpha m)-\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)+f_{n}(v \alpha m)-\sum_{i+j=n} f_{i}(v) \alpha d_{j}(m) \\
& =\psi_{n}^{\alpha}(u, m)+\psi_{n}^{\alpha}(v, m) .
\end{aligned}
$$

(iii) and (iv) are also obvious.

Now, we prove our main results as below.

Theorem 7.3.4. Let $U$ be an admissible Lie ideal of a prime $\Gamma$-ring $M$ and $F=$ $\left(f_{i}\right)_{i \in N}$ be a generalized higher $(U, M)$-derivation of $M$. Then $\psi_{n}^{\alpha}(u, v)=0$, for all $u, v \in U ; \alpha \in \Gamma$ and $n \in \boldsymbol{N}$.

Proof. Induction Beginning: We know by Theorem 7.2.8, $\psi_{1}^{\alpha}(u, v)=0$, for all $u, v \in U ; \alpha \in \Gamma ;$ so $\psi_{n}^{\alpha}(u, v)=0$, holds when $n=1$.

Induction Hypothesis: Assume $\psi_{m}^{\alpha}(u, v)=0$, holds for all $u, v \in U ; \alpha \in \Gamma$ such that $m \in \mathbf{N}$ and $m<n$.

Let $x=4(u \alpha v \beta w \gamma v \alpha u+v \alpha u \beta w \gamma u \alpha v)$. Then, using Lemma 7.3.2, we have

$$
\begin{aligned}
& f_{n}(x)=f_{n}((2 u \alpha v) \beta w \gamma(2 v \alpha u)+(2 v \alpha u) \beta w \gamma(2 u \alpha v)) \\
& \quad=4 \sum_{i+j+k=n} f_{i}(u \alpha v) \beta d_{j}(w) \gamma d_{k}(v \alpha u)+4 \sum_{i+j+k=n}^{i, k<n} f_{i}(v \alpha u) \beta d_{j}(w) \gamma d_{k}(u \alpha v) \\
& =4 f_{n}(u \alpha v) \beta w \gamma v \alpha u+4 u \alpha v \beta w \gamma d_{n}(v \alpha u)+4 \sum_{i+j+k=n}^{i, k<n} f_{i}(u \alpha v) \beta d_{j}(w) \gamma d_{k}(v \alpha u) \\
& \quad+4 f_{n}(v \alpha u) \beta w \gamma u \alpha v+4 v \alpha u \beta w \gamma d_{n}(u \alpha v)+4 \sum_{i+j+k=n}^{i, v_{i}(v \alpha u) \beta d_{j}(w) \gamma d_{k}(u \alpha v) .}
\end{aligned}
$$

Also, by Lemma 7.3.1 and since $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ is a higher $(U, M)$-derivation of $M$.

$$
\begin{aligned}
& f_{n}(x)=f_{n}((2 u \alpha v) \beta w \gamma(2 v \alpha u))+f_{n}((2 v \alpha u) \beta w \gamma(2 u \alpha v)) \\
& =\sum_{i+j+q=n} 2 f_{i}(u \alpha v) \beta d_{j}(w) \gamma 2 d_{q}(v \alpha u)+\sum_{i+j+k=n} 2 f_{i}(v \alpha u) \beta d_{j}(w) \gamma 2 d_{k}(u \alpha v) \\
& \quad=4 u \alpha v \beta w \gamma \sum_{s+k=n} d_{s}(v) \alpha d_{k}(u)+4 \sum_{i+p=n} f_{i}(u) \alpha d_{p}(v) \beta w \gamma v \alpha u \\
& +\sum_{i+p+q+s+k=n}^{s+k, i+p<n} f_{i}(u) \alpha d_{p}(v) \beta d_{q}(w) \gamma d_{s}(v) \alpha d_{k}(u)+4 v \alpha u \beta w \gamma \sum_{r+k=n} d_{r}(u) \alpha d_{k}(v) \\
& \quad+4 \sum_{i+l=n} f_{i}(v) \alpha d_{l}(u) \beta w \gamma u \alpha v+\sum_{i+l+t+r+k=n}^{i+l, r+k<n} f_{i}(v) \alpha d_{l}(u) \beta d_{t}(w) \gamma d_{r}(u) \alpha d_{k}(v) .
\end{aligned}
$$

Comparing the two expressions of $f_{n}(x)$ and using $\psi_{m}^{\alpha}(u, v)=0$, for all $u, v \in U ; \alpha \in$ $\Gamma ; m<n$, we get

$$
\begin{aligned}
& 4\left(f_{n}(u \alpha v)-\sum_{i+p=n} f_{i}(u) \alpha d_{p}(v)\right) \beta w \gamma v \alpha u+4\left(f_{n}(v \alpha u)-\sum_{i+l=n} f_{i}(u) \alpha d_{l}(v)\right) \beta w \gamma u \alpha v \\
+ & 4 v \alpha u \beta w \gamma\left(d_{n}(u \alpha v)-\sum_{r+k=n} f_{r}(u) \alpha d_{k}(v)\right)+4 u \alpha v \beta w \gamma\left(d_{n}(v \alpha u)-\sum_{s+k=n} f_{s}(u) \alpha d_{k}(v)\right)=0 . \\
\Rightarrow & 4 \psi_{n}^{\alpha}(u, v) \beta w \gamma v \alpha u+4 \psi_{n}^{\alpha}(v, u) \beta w \gamma u \alpha v+4 u \alpha v \beta w \gamma \phi_{n}^{\alpha}(v, u)+4 v \alpha u \beta w \gamma \phi_{n}^{\alpha}(u, v)=0 .
\end{aligned}
$$

Using Lemma 7.3.3 (i) and 2-torsion freeness of $M$, we get

$$
\psi_{n}^{\alpha}(u, v) \beta w \gamma[u, v]_{\alpha}+[u, v]_{\alpha} \beta w \gamma \phi_{n}^{\alpha}(u, v)=0 .
$$

Since $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ is a higher $(U, M)$-derivation of $M$, thus we have $\phi_{n}^{\alpha}(u, v)=0$. By Lemma 4.2.5 and since $U$ is noncentral, thus $\psi_{n}^{\alpha}(u, v)=0$, for all $u, v \in U ; \alpha \in \Gamma$ and $n \in \mathbf{N}$.

Theorem 7.3.5. Let $U$ be an admissible Lie ideal of a prime $\Gamma$-ring $M$ and $F=$ $\left(f_{i}\right)_{i \in N}$ be a generalized higher $(U, M)$-derivation of $M$. Then $f_{n}(u \beta m)=\sum_{i+j=n} f_{i}(u) \beta d_{j}(m)$ for all $u \in U ; m \in M ; \beta \in \Gamma$ and $n \in \boldsymbol{N}$.

Proof. $\psi_{1}^{\alpha}(u, m)=0$, for all $u \in U ; m \in M ; \alpha \in \Gamma$ (by Theorem 7.2.8). Now, we assume by induction on $n \in \mathbf{N}$, that $\psi_{m}^{\alpha}(u, m)=0$, for all $u \in U ; m \in M ; \alpha \in \Gamma ; m \in$ $\mathbf{N}$ such that $m<n$.

Since $F=\left(f_{i}\right)_{i \in \mathbf{N}}$ is a generalized higher $(U, M)$-derivation and $D=\left(d_{i}\right)_{i \in \mathbf{N}}$ is a higher ( $U, M$ )-derivation of $M$, so we have

$$
\begin{aligned}
0 & =\psi_{n}^{\alpha}(u, u \beta m-m \beta u) \\
& =f_{n}(u \alpha(u \beta m-m \beta u))-\sum_{i+j=n} f_{i}(u) \alpha d_{j}(u \beta m-m \beta u) \\
& =f_{n}(u \alpha u \beta m)-f_{n}(u \alpha m \beta u)-\sum_{i+l+t=n} f_{i}(u) \alpha d_{l}(u) \beta d_{t}(m)+\sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(u) \\
& =f_{n}(u \alpha u \beta m)-f_{n}(u \alpha m \beta u)-\sum_{i+l+t=n} f_{i}(u) \alpha d_{l}(u) \beta d_{t}(m)+f_{n}(u \alpha m \beta u) .
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
f_{n}(u \alpha u \beta m)=\sum_{i+l+t=n} f_{i}(u) \alpha d_{l}(u) \beta d_{t}(m) . \tag{7.15}
\end{equation*}
$$

Since $F=\left(f_{i}\right)_{i \in \mathbf{N}}$ is a generalized higher $(U, M)$-derivation of $M$, thus we have

$$
\begin{align*}
& f_{n}(u \alpha(u \beta m)+(u \beta m) \alpha u)=\sum_{i+j=n}\left(f_{i}(u) \alpha d_{j}(u \beta m)+f_{i}(u \beta m) \alpha d_{j}(u)\right) \\
& =f_{n}(u) \alpha u \beta m+u \alpha d_{n}(u \beta m)+\sum_{i+j=n}^{i, j<n} f_{i}(u) \alpha d_{j}(u \beta m) \\
& \quad+f_{n}(u \beta m) \alpha u+u \beta m \alpha d_{n}(u)+\sum_{i+j=n}^{i, j<n} f_{i}(u \beta m) \alpha d_{j}(u) . \tag{7.16}
\end{align*}
$$

Since $\psi_{m}^{\alpha}(u, m)=0$ for all $u \in U ; m \in M ; \alpha \in \Gamma ; m<n$.
Therefore,

$$
\begin{align*}
f_{n}(u \alpha(u \beta m)+ & u \beta m \alpha u)=f_{n}(u) \alpha(u \beta m)+u \alpha d_{n}(u \beta m)+\sum_{i+l+t=n}^{i, l+t<n} f_{i}(u) \alpha d_{l}(u) \beta d_{t}(m) \\
& +f_{n}(u \beta m) \alpha u+u \beta m \alpha d_{n}(u)+\sum_{p+q+j=n}^{p+q, j<n} f_{p}(u) \beta d_{q}(m) \alpha d_{j}(u) . \tag{7.17}
\end{align*}
$$

On the other hand, using Lemma 7.3.1 and equation (7.15), we get

$$
\begin{align*}
& f_{n}(u \alpha(u \beta m)+(u \beta m) \alpha u)=f_{n}(u \alpha u \beta m)+f_{n}(u \alpha m \beta u) \\
& =\sum_{i+l+t=n} f_{i}(u) \alpha d_{l}(u) \beta d_{t}(m)+\sum_{i+j+k=n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(u) \\
& =f_{n}(u) \alpha u \beta m+u \alpha \sum_{l+t=n} d_{l}(u) \beta d_{t}(m)+\sum_{i+l+t=n}^{i, l+t<n} f_{i}(u) \alpha d_{l}(u) \beta d_{t}(m) \\
& +u \alpha m \beta d_{n}(u)+\left(\sum_{i+j=n} f_{i}(u) \alpha d_{j}(m)\right) \beta u+\sum_{i+j+k=n}^{i+j, k<n} f_{i}(u) \alpha d_{j}(m) \beta d_{k}(u) . \tag{7.18}
\end{align*}
$$

Comparing (7.17) and (7.18) and using the condition (*), we get

$$
\begin{aligned}
u \alpha\left(d_{n}(u \beta m)\right. & \left.-\sum_{l+t=n} d_{l}(u) \beta d_{t}(m)\right)+\left(f_{n}(u \beta m)-\sum_{i+j=n} f_{i}(u) \beta d_{j}(m)\right) \alpha u=0 . \\
& \Rightarrow u \alpha \phi_{n}^{\beta}(u, m)+\psi_{n}^{\beta}(u, m) \alpha u=0, \forall u \in U ; m \in M ; \alpha, \beta \in \Gamma ; n \in \mathbf{N} .
\end{aligned}
$$

By Theorem 6.3.6, $\phi_{n}^{\beta}(u, m)=0, \forall u \in U ; m \in M ; \beta \in \Gamma ; n \in \mathbf{N}$, hence

$$
\begin{equation*}
\psi_{n}^{\beta}(u, m) \alpha u=0, \forall u \in U ; m \in M ; \alpha, \beta \in \Gamma ; n \in \mathbf{N} . \tag{7.19}
\end{equation*}
$$

Linearizing of (7.19) with respect to $u$, gives us

$$
\begin{equation*}
\psi_{n}^{\beta}(u, m) \alpha v+\psi_{n}^{\beta}(v, m) \alpha u=0, \forall u, v \in U ; m \in M ; \alpha, \beta \in \Gamma ; n \in \mathbf{N} . \tag{7.20}
\end{equation*}
$$

Replacing $v$ by $v \beta v$ in (7.20) and since $\psi_{n}^{\beta}(v \beta v, m)=0$, thus

$$
\begin{equation*}
\psi_{n}^{\beta}(u, m) \alpha v \beta v=0, \forall u, v \in U ; m \in M ; \alpha, \beta \in \Gamma ; n \in \mathbf{N} . \tag{7.21}
\end{equation*}
$$

Again, replacing $v$ by $u+v$ in (7.21), then using (7.19) and $\psi_{n}^{\beta}(v \beta v, m)=0$,

$$
\psi_{n}^{\beta}(u, m) \alpha v \beta u=0, \forall u, v \in U ; m \in M ; \alpha, \beta \in \Gamma ; n \in \mathbf{N} .
$$

Since $U \neq 0$, hence by Lemma 4.2.5

$$
\psi_{n}^{\beta}(u, m)=0, \forall u \in U ; m \in M ; \beta \in \Gamma ; n \in \mathbf{N} .
$$

This proves the claim.
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Jordan higher derivation, 64
Jordan higher left derivation, 65
Jordan left derivation, 25
Jordan product, 19
Jordan right derivation, 25
left annihilator, 19
left derivation, 24
left ideal, 18
Lie ideal, 20
Lie product, 19
n-torsion free, 21
nil ideal, 22
nilpotent element, 22
nilpotent ideal, 22
nonzero divisor, 21
prime $\Gamma$-ring, 22
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right annihilator, 19
right derivation, 24
right ideal, 18
semiprime $\Gamma$-ring, 22
square closed Lie ideal, 20

Ann(I), 19
commutators identities, 19
derivation on a Lie ideal, 82
finitely generated, 19
generalized ( $\mathrm{U}, \mathrm{M}$ )-derivation, 140
generalized (U, R)-derivation, 140
generalized derivation, 65
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generalized higher derivation on a Lie ideal,

