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Abstract

A brain-computer interface (BCI) uses signals originated from the brain to direct

some peripheral devices. This thesis deals with multichannel electroencephalogra-

phy (EEG) based BCI implementation. Synchronization of neural activity between

different parts of human brain has great significance in coordination of cognitive

activities. The time-frequency (TF) representation can be used to measure the

synchronization between different channels of EEG. The technique, called syn-

chrosqueezing transform (SST) is one of the techniques that operates with the

continuous wavelet transform (CWT) and produces impressively localized time-

frequency representations of nonlinear and nonstationary signals. The SST based

method is proposed to effectively measure the synchronization in TF domain. Due

to its data adaptability and frequency reassignment properties, the SST produces a

well-defined TF representation. The marginal time coherence for different channel

pairs is used to quantify synchronization. The experiment is performed with both

synthetic and real EEG data. The results show that the marginal time coherence

based on the proposed SST exhibits very clear discrimination between two types

of motor imagery (MI) movement.

This research also presents a novel method for the selection of effective spatial

filter pair and discriminative features in EEG based MI classification. Usually,

the spatial filter pair is selected manually. However, the manual selection of CSP

filters does not confirm that the approach will achieve the best accuracy. In the

proposed method, the analyzing EEG data is divided into training and test sets.

The training set is used to select appropriate spatial filters with dominant features.

To accomplish such features, the EEG of training set is segmented again into two

subsets termed as training subset and test subset. The features of both subsets are

extracted using common spatial pattern (CSP). The mutual information between

the features of training subset and class levels of the training subset is calculated.

Then features of training subset are ranked on the basis of values of the mutual

information. Besides, the features of test subset are also ranked according to the

order of the training subset features. The initial classification performance using

training and test subsets is obtained by using linear discriminant analysis (LDA).

Then a grid search method selects the effective number of spatial filter pairs as well



as the discriminative features by which the maximum accuracy score is yielded.

Thus the selected spatial filter and features are used in actual classification accu-

racy of the test set of EEG. In this research, the binary classification performance

of the proposed approach is evaluated to classify MI data where the datasets are

widely used as the publicly available dataset from BCI competition III. The ap-

proach achieves more increased mean accuracies than different existing methods

of MI tasks. Finally, the method is verified to classify audio stimuli based EEG.

In auditory EEG, the proposed approach produces superior classification accuracy

compared to prevailing methods.
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Chapter 1

Introduction

1.1 Brain Computer Interface

Brain-computer interface (BCI) is a connection between a brain and an external

device that facilitates signals from the brain to direct some peripheral action,

which controls a cursor or a prosthetic limb. This type of interface enables a direct

communications pathway between the brain and the device to be controlled. The

cursor is controlled by the brain signal which is transmitted directly from the

brain to the mechanism directing the cursor, rather than taking the normal route

through the body’s neuromuscular system from the brain to the finger on a mouse.

By capturing signals from an array of neurons of human brain and to translate it

into action using computer chips and programs, BCI can enable a person suffering

from paralysis to write a book or control a motorized wheelchair or prosthetic limb

through thought alone. Present brain-interface devices need deliberate conscious

thought; some future applications, such as prosthetic control, are likely to work

effortlessly. For the development of BCI technology development of electrode

devices and surgical methods are important that are minimally invasive. In the

existing BCI model, the brain accepts an implanted mechanical device and controls

the device as a natural part of its representation of the body. Recently, the current

research is focused on the potential on non-invasive BCI.

BCI is the most recent development of Human Computer Interface (HCI).

Without use of traditional input devices it reads the waves produced from the brain

at different locations in the human head, translates these signals into actions, and
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commands to control the computer. The BCI system can be employed in many

applications especially for disabled persons such as [168]: (1) new ways for gamers

to play games using their heads, (2) social interactions; enabling social applications

to capture feelings and emotions, (3) helping partially or fully-disabled people to

interact with different computational devices, and (4) helping understanding more

about brain activities and human neural networks. The BCI applications depend

on the basic understanding of how the brain works. Moreover, it utilizes the

brain and its nervous system functions where the humans central nervous system

consists of the spinal cord and the brain. The function of the BCI is to process

and integrate incoming sensory stimuli received via peripheral nerves and to give

impulses back to actuators, e.g. to muscles or glands which cause automatic or

voluntary action. Additionally, the central nervous system, mainly the brain, is

responsible for higher integrative abilities such as thinking, learning, production,

and understanding of speech, memory, emotion etc. Moreover, respiration and the

cardio-vascular system are controlled by the central nervous system. The activities

of central nervous system are measured by the BCI system and translate the data

into an output, suitable for a computer to use as an input signal. Both human and

animals are facilitated by the brain computer interface system. A Monkey in 2008

[189] was able to move a screen cursor as well as controlling a robot arm. With

this study it is possible to know how animals can think and discover their brains

as well. Moreover, BCI system is used with different human patients capturing

their brain signals. This system goes beyond a communication tool for people are

not able to communicate. Not only that the BCI is gaining more attention from

healthy people for other purposes such as rehabilitation or hands-free gaming.

Nevertheless, one of the big challenges is that the BCI tools are not available and

yet need to deal with them.

Even though laymen often think of BCI as being a very new field, the concept

and term Brain-Computer Interface was introduced by Jacques J. Vidal in 1973

already [238]. The BCI system reads signal from brain, analyzes and interprets

and translates the interpretation into actions [62, 246]. Suppose a player who
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is sitting in front of a pinball machine with the task to control the flippers of

the pinball machine with his thoughts [129] can be an instance of a BCI system.

The brain activity of the player can be measured by the Electroencephalography

(EEG). To do that the player need to wear an EEG cap with electrodes, which are

measuring the current on the scalp of the subject, induced by the brain activities

under the scalp. The measured EEG data is amplified and feed into a computer.

The computer receives and interprets the continuous data stream for each EEG

channel.

Assume that the computer is capable to translate the subjects imagined left

or right hand movement into a signal that says left or right whenever the subject

imagines the respective hand movement. The pinball machine is connected by

the computer and moves the respective flippers whenever it receives the left or

right signals. In this way the subject is capable to play pinball using BCI. In this

example the BCI system functions by three steps. i) The brain activity is measured

by the EEG system, the signal acquisition. This step collects the brain signals and

translates it into a data stream appropriate for the computer. ii) The second step

is the signal processing step in which the measured EEG data is translated into

the output signal. iii) This step is the pinball machine that translates the output

of the signal processing into an action. Also this step is called the feedback. A

feedback can come in many colors and shapes: it can be the moving flipper of

the pinball machine, or could it be a prosthesis [172], a virtual keyboard [71] or

even the steering wheel of a car [258]. The most significant feature of a feedback

is that it translates the output signal into some kind of action. BCI researchers

are concerned in how the brain reacts to certain stimuli, and the feedback part

is replaced by a stimulus presentation. In that situation, the BCI system is not

used to translate thoughts into action, but rather as a sophisticated measuring

system. With an experiment a researcher can try to calculate how well a subject

can memorize can be an example for such setup. Suppose wearing an EEG cap

a subject is sitting in front of a computer monitor and presented with Chinese

symblols. The subject’s task is to memorize the symbols as good as possible while
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the EEG system is recording the brain activity.

To find out the correctly memorized symbols the subject can perform a pen

and paper test without EEG after some days. Now the researcher can try to

correlate the correctly and incorrectly memorized symbols with certain patterns

in the EEG signals that occurred while the subject was trying to memorize that

specific symbol. The success of the learning can be predicted on the basis of

correlation and thus provides additional feedback to the stimulus. Actually it is

needed to realize that a BCI system is not a mind reading device and cannot read

thoughts. The system can only classify very specific patterns of brain activity that

the subject voluntarily or involuntarily produces. With the attention and motor

imagery based BCI the most useful patterns for the BCI can be produced.

1.1.1 Historical Views

Communication ability of human being is the distinguishing features of them with

other members of the species. Humans can express themselves and share thoughts,

emotions and experiences with other human beings and can communicate in var-

ious ways throughout time. In the early age of human evolution they used to

communicate by drawing figures on the walls and by telling stories. Written

books started playing vital role in communication through the introduction of

printing press. At the present time, all types of communication totally depend on

the advancement in technology. With the advancement of the internet commu-

nication between computer systems has reached very advanced levels. Recently

the research is going to establish an effective communication between humans and

machines. There are various diseases that can severely damage and destroy the

neuromuscular pathways which link the brain to muscles. The brain cannot com-

municate with external environment in the absence of these links. People can be

affected and lose their motor abilities with diseases amyotrophic lateral sclerosis

(ALS), brainstem stroke, brain or spinal cord injury and multiple sclerosis such

as eye movement, arm and leg movement. Even more, the patients lose all vol-

untary muscle control and become locked in their bodies. In the case of not all
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pathways have been destroyed, people can try to make more use of the remain-

ing intact pathways. Largely paralyzed patients can still use eye movements to

answer simple yes/no questions can be an example.To bypass the breaks in the

damaged pathway through other neighboring intact pathways can be an alterna-

tive way. Patients with spinal cord injury are able to restore movement and control

to paralyzed muscles through electromygraphic (EMG) activity from neighboring

muscles. However, in the case of locked in patients where all their neuromuscular

junctions are destroyed the mentioned solutions are not applicable.

A person is cognitively intact but the body is paralyzed and the paralyzed

means that any voluntary control of muscles is lost. In this case, the people can-

not move their arms, legs, or faces, and depend on an artificial respirator. In this

condition the only effective way to communicate with the environment is with a

device that can read brain signals and convert them into control and communi-

cation signals. Such a device is called a brain computer interface (BCI). Before

few decades, controlling devices with brain waves was considered pure science fic-

tion, as wild and fantastic as warp drive and transporters. In 1929, the German

scientist Hans Berger recorded the electrical brain activity from the human scalp.

The necessary technologies for measuring and processing brain signals as well as

our understanding of brain function were still too limited. The intuition was that

EEG signals must carry necessary information and thoughts. However, decoding

them was thought to be impossible because of some considerations. The first one

is that the EEG is a very complex signal and hence its content reflects not only the

activity of certain limited cells but the electrical activity of trillions of synapses in

the cortex. Another one is that EEG-based BCIs would require that the EEG is

analyzed in real time and at that time, that was either not possible or extremely

expensive and hence very unpractical. Therefore, possible applications of an EEG

BCI were highly under-estimated.

Currently, neuroscience research over the last decades has led to a much better

understanding of the brain and hence the situation has changed. With the develop-

ment of signal processing algorithms complex real-time processing of brain signals
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does not require expensive or bulky equipment anymore. Even though the EEG

is truly a complex signal, its main characteristics are very well understood today.

Nowadays, researchers know not only the sites and origin of the EEG rhythms

and potentials but also their relationship with specific features of the brains state

and function. It is proved that EEG signals are highly correlated with imagined

movements and mental activities, and hence BCIs are no longer thought to be

fictional. The developments of BCI research were very slow for many more years.

But, BCI research advanced rapidly after that, particularly during the last few

years. BCI research is proving that BCIs can work with patients who need a BCI

to communicate. Nowadays, BCI researchers have used many different kinds of

BCIs with several different patients. Besides, BCIs are moving beyond commu-

nication tools for people who cannot otherwise communicate. Moreover, BCIs

are gaining attention for healthy users and new goals such as rehabilitation or

hands-free gaming.

However, there are still many practical challenges before a typical person can

use a BCI without expert help. There is a long way to go from providing com-

munication for some specific patients, to provide a range of functions for any user

without help.

1.1.2 Necessity of Brain-Computer Interfaces

It is very difficult to use the conventional technologies such as a mouse or key-

board to operate a personal computer with the people of physical disabilities. To

establish an alternative communication an input device or software are designed

so that the disable people can use a computer. Some examples of such devices are

single switches of various forms, head mice, speech recognition systems, eye gaze

trackers and even software for touch screen devices. Locked-in syndrome (LiS) is

the most severe form of motor disability. The term, thought up by Plum and Pos-

ner in 1996, talk about a state in which a person is almost completely paralyzed

yet remains cognitively aware [120].

In the case of classical LiS, vertical eye movements, including blinking, are
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possible. In partial LiS, some additional residual muscle movement such as in

a finger, toe or head has been recovered. On the other hand, in total LiS, the

person has lost control of even eye movements [11]. Study of cognitive conscious-

ness can be achieved by manual cognitive assessment and is sometimes proved by

neuroimaging techniques such as magnetic resonance imaging (MRI) or electroen-

cephalography (EEG). Usually LiS are causes due to a lesion in the pons in the

brainstem and neuro-degenerative diseases such as in amyotrophic lateral sclerosis

(ALS) [153]. However, a large proportion of people who find themselves in such a

state of being are willing and able to continue living for many years with a good

quality of life [59]. But empowering people to communicate is essential to main-

tain a good quality of life. In the classical LiS, the most common and possibly

the most efficient means of communication is via eye blinks or eye gaze to a care

giver or other human being. One can either communicate ‘yes’ or ‘no’, or spell

words by indicating the desired letters on an alphabet board. The development of

the personal computer and the Internet also improves the quality of life of people

who would otherwise be even more isolated from the rest of the world. Eye gaze

trackers and eye blink technology allow some people access to computers, and

persons with partial LiS can use a single switch device [174]. On the other hand,

for people with total LiS, it is difficult to communicate using any overt muscle

movement. For locked-in patients, the development of brain-computer interfaces

(BCI) is only the way, a direct communication pathway between the brain and an

external device that records neural processes. A brain-computer interface (BCI)

is a method that aims to extract a user’s intention whilst bypassing the normal

modality of physical movement by measuring and analysing brain signals.

1.1.3 Attention Based BCI

The BCI system based on attention is work with different type of stimuli. The

stimuli are visual [71, 44, 2], auditory[122, 217], or tactile [173]. The visual stim-

ulus is widely used in the BCI. Each of the stimuli is associated with a particular

action, like the movement of a part of prosthesis, or the selection of a letter from
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the alphabet. The subject focuses his attention on the desired stimulus and ignores

the others. During this attention the brain patterns are generated and recorded

by devices. The BCI system explores and interprets the pattern and executes the

desired action [62, 246].

In most commonly used visual attention based BCI two different brain pat-

terns can be used: event-related potentials (ERP) and steady-state visually evoked

potentials (SSVEP). In the case of ERP based BCI, the stimuli are presented

successively and for a very short time. In the BCI the duration of a stimuli pre-

sentation is usually a few milliseconds and the time between two stimuli about

100ms. During the stimulation the subject focuses on particular stimulus and the

subject yields a specific brain pattern that is different from the brain patterns

that arise from stimuli the subject is not focusing his attention on. The noticeable

pattern is an event-related positivity in the centro-parietal areas around 300ms

after the presentation of the stimulus and this is called P300. The P300 is recog-

nized by the ERP based BCI system and hence the targets (the stimuli the subject

was attending to) and the non-targets (the stimuli the subject was not attending

to) are distinguished. Unlike ERP based BCI, in SSVEP based BCI the stimuli

are presented continuously, all at the same time, and flickering with different fre-

quencies between 6-30Hz. The target is selected by the subject by focusing on

a particular stimulus. The steady-state visually evoked potentials (SSVEP) are

produced by the flickering frequency of the stimulus with the same frequency in

the visual cortex. The flickering of the SSVEP depends on the concentration on

a stimulus flickering. For instance, if the subject concentrates on a stimulus flick-

ering with 30Hz, the SSVEP will also flicker with 30Hz. The stimulus the subject

was attending to can be detected by the BCI system by matching the frequency

of the SSVEP with the ones of the stimuli. The classification performance of the

visual attention based BCI is very high. The Visual attention based BCI is very

dependable and allows in a speller based paradigm for a typing speed of roughly

one sentence per hour. The different visual paradigms need the subject to have

control over his eye movements in order to work accurately, which is not always
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a given for patients, especially the ones suffering from locked-in syndrome. The

gaze independent visual spellers [234], or the use of auditory- or tactile spellers

can be a way out which requires no voluntary muscle activity. Moreover, people

dislike the constant flickering on the screen and hesitate to use over time. Hence

the visual speller faces this type of practical problem.

1.1.4 Motor-Imagery Brain Computer Interfaces

Motor imagery is a thought in which a subject can perform a movement without

actually performing the movement and without even tensing the muscles. In the

motor imagery, one can mentally rehearse the movement of the affected body parts,

without ever actually attempting to perform the movement. It requires the sensible

activation of brain regions that are also involved in movement preparation and

execution, accompanied by a voluntary inhibition of the actual movement.There

are two distinct types of motor imagery: kinesthetic motor imagery and visual

motor imagery. During kinesthetic motor imagery the subject is imagining the

feeling associated with performing a movement. During visual motor imagery the

subject is imagining the movement itself.

The input of BCI system depends on its capacity to perceive mental states that

are willingly produced by the user. The motor imagery brain computer interfaces

(MI-BCIs) are a subset of the BCIs that are based on the voluntary potential.

Usually a reference EEG electrode is attached to an electro physiologically neutral

part of the body, such as the ear lobe. The EEG measures the voltage potential

difference between each electrode in the EEG montage and the reference electrode.

In the BCI system, the standard international 10-20 system of electrode placement

is used to measure the potential difference. The EEG signal is generated with the

firing of a large numbers of neurons at a specific location of the brain. The neuron

oscillations are categorized by the amplitude in different frequency bands. These

motor neurons are connected with the sensation of different body parts. During

motor imagination, the firing of a large numbers of neurons in synchrony produce

oscillation in the 7–13 Hz range α rhythm and the 15–30 Hz range β rhythm [198].
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An event-related desynchronization (ERD) reduces the amplitude of the related

frequency bands in which the synchrony is interrupted by the actual movement

of particular body parts. An increase in the synchrony is referred to as event-

related synchronisation (ERS). The ERD and ERS can be localized according to

certain body parts that are being imagined. The mental states are classified on

the basis of the localization. The motor imagery based BCI is the common choice

for mental-state based BCIs. Although research of BCI is growing rapidly, still the

performance of MI-BCI is not an acceptable level [90, 73]. The reasons for this are

under vigorous exploration and several approach have been made into discovering

why this may be the case. By using inaccurate mental strategy one cannot control

the MI-BCI. Besides, the inter- and intra-subject variation may affect the ability to

operate an MI-BCI. An up-to-date review of the current literature on performance

variation in BCI is presented in [89].

1.1.5 Brain and Brain Data Acquisition

This section briefly describes the anatomical and physiological structure of human

brain. The human brain generates electrical activity that can be recorded on the

scalp. This section focuses on the origin and generation of the electrical activity.

We should know the basics of brain cell, the neuron in order to properly under-

stand the creation of local current flows within the brain.

The neuron: Neurons also called nerve cells are the necessary units of the brain

and nervous system. The nerve cell receives sensory input from the external world

and sends motor commands to our muscles. Neurons transmit electrical signals

and pass messages to each other over long distances. On account of the flow

of ion-based electrical currents, the biometric potentials are observed within the

body. The electrical potentials recorded on the scalp are the summation of elec-

trical potentials of many neurons of human brain. During creation the human

brain is made up of approximately 100-billion neurons at an average density of

104 neurons per cubic mm[181]. With the increase of age of the brain the number
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of neurons decreases. The three main parts of a neuron are dendrites, an axon

and a cell body which can be represented as the branches, roots and trunk of a

tree, respectively. A dendrite is where a neuron receives input from other cells

and allows communication with other neurons. The axon is the output structure

of the neuron. The neuron carries the electrochemical message (action potential)

throughout the entire axon. The cell body is the main part where the necessary

components of the cell, such as the nucleus, neuron’s deoxyribonucleic acid (DNA)

and proteins are housed. There are different types of neurons and their various

structures depend on their function. Examples of such type of cells are sensory,

motor and cortical pyramidal cell neurons. The most dominant neuron cell is the

pyramidal neuron cell of the cerebral cortex, mainly in the cortical peaks and

valleys that are parallel to the scalp. The electrical activity recorded by the EEG

is mostly depended on the pyramidal neuron cell. The long straight dendrite of

the neuron extends up and down towards the surface of the brain. The electrical

potentials are accumulated by parallel dendrites in the cerebral cortex. Addition-

ally, there are many neighbouring neurons that will have the same presynaptic

sources causing a synchrony of potentials that can be readily picked up on the

scalp. The local current flow occurs when neurons are activated by means of an

electrochemical concentration gradient.

The brain and its functions: The three parts of a human brain are the brain

stem, the cerebellum and the cerebrum. Also, the cerebrum is divided into two

parts left hemisphere and right hemisphere. The surface of the cerebrum is called

the cortex and is divided into four zones called lobes as shown in Figure 1.1.

The frontal lobe of the cerebrum is used for cognitive functions such as speech,

movements and other executive functions. The temporal lobe deals with audi-

tory, visual and language functions. It is also used for emotional processing. The

parietal lobe is used for reading/writing, language comprehension, attention and

spatial awareness. Lastly, the occipital lobe is involved in visual processing [87].

The brain activity is recorded by using electrical fields, blood pressure, or
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Figure 1.1: Lateral view of the brain lobes. Derived from[87].

magnetic fields. Recording and collecting the data is called acquisition. The brain

data can be recorded with one of the two methods called invasive or non-invasive.

In invasive method electrodes are placed on the brain tissues. On the other hand,

in non-invasive method, the measurement device is placed on the scalp. Based on

the electrode placement a BCI is called invasive or noninvasive [159].

More accurate data can be recorded using the invasive systems but need a

surgical operation to be placed on the user and have to be removed or replaced

after some time due to the rejection phenomenon. The invasive BCIs are mainly

used in electrocorticography [139]. The non-invasive BCIs are used in various

methods: EEG [177], near-infrared spectroscopy [32], magnetoencephalography

[95], and functional magnetic resonance imaging [185].

The functionality of the methods varies with cost, efficiency and mobility.

Since the use of EEG is easy and low cost compared to magnetoencephalography

or functional magnetic resonance imaging devices, most of the BCI systems use

it. To collect data from the brain electrodes are placed on the scalp which emits

the electrical potentials [177]. The EEG are often used in non-invasive medical

applications of BCIs. Two amplifiers named BrainAmp and the g.USBamp are

usually used to amplify the recording with EEG electrodes. Recently, new non-

medical uses of EEG-based BCIs have appeared in fields like entertainment and

video-games. The Emotiv EPOC, a lost cost EEG hardware is produced. A

medical and a non-medical EEG device in a specific application is compared by

Duvinage et al. [157]. To record brain data the EEG electrodes are placed on the
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surface of the head, often attached to a cap. Gel or salted water is used to enhance

the conductivity between the head and the electrodes. Electrodes are commonly

placed using the 10-20 system as shown in Figure 1.2.

Electroencephalography has also a very good temporal resolution (millisec-

onds) compared to other methods such as functional magnetic resonance imaging

or positron emission tomography (seconds). Unlike functional magnetic resonance

imaging, EEG has a bad spatial resolution because of the nature of electric waves

and their diffusion. Surface brain activity is easier to detect than internal activity.

Since the low signal-to-noise ratio induced by muscular activity EEG requires a

non-trivial data analysis.

1.1.5.1 Signal Aquisition

The recorded signals of the brain activity should be in a form that can be suc-

cessfully interpreted by the computer. The success of a BCI also depends on the

signal acquisition. The signal acquisition has to be accurate, efficient, in real-time.

Moreover, the acquisition should be out of health risk. There are two methods

to accomplish this; invasive and non-invasive BCI. In invasive BCI, electrodes

are placed within the scull and acquire signals directly. On the other hand, in

non-invasive method, signals are recorded placing the electrodes on the scalp of

brain. Electroencephalography (EEG) and Magnetoencephalography (MEG) are

non-invasive measurement methods. Since Electrocorticography (ECoG) and mi-

croelectrode arrays require surgery to place the electrodes on or in the brain they

are invasive methods. The Positron Emission Tomography (PET) uses positron-

emitting radionuclide to measures chemical processes. In this process the positron-

emitting radionuclide is injected into the body of the subject. The blood flow of

human body is connected to brain activity. The changes of the blood flow are

measured by Near-Infrared Spectroscopy (NIRS) and Functional Magnetic Reso-

nance Imaging (fMRI) methods. All of the mentioned methods merely depend on

the spatial and temporal resolution of the measurement. The measurements also

vary in large scale with the area of the brain that can be measured. The temporal
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Figure 1.2: (a)The electrodes map of 10-20 EEG system (b) Side view and (c) Top

view.
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resolution for microelectrode arrays, ECoG, EEG, and MEG is in the millisecond

range. The temporal resolution of the methods NIRS and fMRI is in the range

of seconds and the resolution vary between 10-100 seconds for the PET. Since

microelectrode arrays can measure up to single neurons, it shows the finest spatial

resolution followed by ECoG, fMRI and PET which have a spatial resolution in

the millimeter range. NIRS and MEG have a resolution of circa 5 millimeters,

and EEG 1 centimeter and more. During the recording of the brain signal, the

methods EEG, PET, fMRI and NIRS usually cover the whole area of the brain

followed by MEG being able to cover large parts of the brain. The ECoG can

cover small cortical areas, and micro arrays which cover a few hundred neurons.

To acquire the brain signals and to provide the recorded data in a computer a

signal acquisition system is required. The system needs to provide the data in a

format so that it allows both online and offline processing. The signal acquisi-

tion consists of the hardware (e.g. EEG cap and -amplifier) and the software to

measure and transport the data respectively.

1.1.5.2 Signal Processing

The brain signal contains the patterns of subjects intend. The function of the

signal processing step of the BCI is to detect and classify the patterns. The signal

processing step receives the raw data from the signal acquisition and translates it

into actionable output signals. Usually the functions of the step are: preprocess-

ing, feature extraction, and detection or classification. The raw data is filtered,

subsampled, and cleaned to improve the signal to noise ratio in the preprocessing.

The feature extraction transforms the high-dimensional data into much lower di-

mensional feature vectors. The feature vectors represent the characteristics and

properties of the respective brain patterns appropriately and allow for detection or

classification of them. After the preprocessing and feature extraction, the signal

processing uses the lower dimensional features to detect or classify certain brain

states. The preprocessed data is then divided into two sets: training set and test

set. A classifier is trained using training set with their known labels, and the
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classifier learns the brain patterns that predict the labels best. After the classifier

has been trained, it can decide, given test set, whether it belongs to one class or

the other.

1.1.6 Applications of BCI

The main application for BCI is to create a smart environment so that people

especially people of severely physically disabled can communicate with the outside

world. The key example, found in BCI publications, are patients suffering from

ALS [41] a neurodegenerative disease that slowly paralyzes the patient until he

is completely locked-in in his paralyzed body. In the last stage of this disease,

the patient is awake, but unable to twitch a single muscle in his body (locked-

in syndrome). Spellers can be implemented with the BCI [71, 15] that allows

patients to communicate without moving a muscle. Those spellers are probably

the most prominent application for BCI. The BCI can be used by the stroke

patient to visualize the current brain state in order to learn how to suppress

unwanted patterns [52]. Patients with spinal cord injuries can use BCI to control

a prosthesis [14], a wheelchair [82], or even a telepresense device [69]. In non-

invasive BCI, the data transfer rate is very low, bits per minute and presently

somewhere in the low two-digit range. This is the main challenge for complex

applications using BCI. A hand prosthesis that is controlled via BCI can be an

example which will typically not allow the patient to perform low-level movements

like individual finger control, but only a very small set of high level operations like

grasp and open hand. Moreover, a patient that is still able to voluntarily twitch

a few muscles in his body will often be faster and more accurate using those

muscles to control a device than using BCI [155]. Beyond the assistive technology,

the applications for BCI can also be used in many other fields [21]. The BCI

technology can also be used as a measurement device to measure mental states

like attention [218, 98], or workload [124, 170, 236] in order to predict and possibly

prevent human failure in critical environments. This technology is used for quality

assessment, by measuring subconscious perception of noise in auditoryor visual
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signals [200]. The BCI can also be used for entertainment and gaming [130, 179].

1.2 Background Study

Brain-computer interfaces (BCI) are a topic of research and development that has

seen increasing interest in the last 20–30 years. The goal of BCI research is to

develop systems that decode useful information from ongoing brain activity in

real time. In most cases, that information is encoded voluntarily by the user (for

example, by performing a voluntary mental operation to produce a measurable

signal that can then be used for controlling some device, or by selectively attend-

ing to one of a set of stimuli in order to encode a choice). The result, according

to the definition of [246], is a system that can replace, restore, enhance, supple-

ment, or improve conventional central nervous system outputs. One of the most

commonly considered goals is the development of communication systems for peo-

ple who are locked-in by a paralyzing disease or accident [11, 133]. Within this

field, there has been a recent increase in interest in BCI systems that are based

on purely non-visual input. This is motivated by the desire to reach users in the

most severely paralyzed states, for whom spatial vision may become extremely

limited by the inability to open, direct, or focus the eyes voluntarily, by the in-

ability to make saccades to integrate multiple fixations into a visual scene,and by

the frequent infections that result from the lack of blinking (are view of some of

these problems,in the particular case of amyotrophic lateral sclerosis,is provided

by [226]). Therefore,BCI systems that rely on visual stimuli may work less well

that expected [29, 234], or not at all,for the users who need BCI most. Several

recent approaches have presented multiple types of auditory stimuli, and required

users to make a voluntary choice by covertly shifting their attention to one stim-

ulus type while ignoring the others. Auditory BCI systems can also be divided

according to whether they use a streaming or sequential technique. In streaming,

streams of auditory stimuli are presented simultaneously or in rapid alternation,

and the BCI system exploits the fact that the brain produces a different response

17



Chapter 1 – Introduction

to every stimulus in the attended stream when contrasted with every stimulus

in the unattended stream [114, 121, 103] In sequential presentation, relatively in-

frequent target stimuli are presented among more-frequent non-targets, and the

BCI use the difference in brain responses between targets and non-targets [91, 12]

Streaming techniques are better suited for interfaces that provide a simple bi-

nary choice (such as ayes vs.no decision), whereas sequential techniques are better

suited for higher-capacity systems that allow the user to select a letter. Both

approaches are useful as assistive communication tools: although a simple yes-no

interface has avery limited range of expression relative to a speller, it is easier

to learn because the user does not have to keep the assignment between stimuli

and letters(or groups of letters) in memory. Therefore,it is a useful first step in

establishing communication with severely impaired users, and may also be all that

is needed to support some important practical tasks.

One of the most important factors necessary for materializing a successful

EEG-based BCI system is the selection of appropriate mental tasks that can

elicit distinct task-specific brain activity patterns. To translate the acquired

neural signals into appropriate commands, various experimental paradigms and

tasks have been introduced, including visual attention tasks such as the P300

speller [71, 132, 220] steady state neural responses elicited while one is gazing

a certain visual stimulus flickering with a specific frequency (steady state visual

evoked potential: SSVEP)[135, 144, 161]; mental tasks associated with motor

imagery[56, 111, 197] or mental calculation [116, 193] and so on. Most of the men-

tal tasks and paradigms listed above use visual stimuli, visual feedback, or both

and are thereby applicable only to patients whose visual function is not impaired.

In practice, however, some patients with severe neurological disorders, such as

ALS and completely locked-in state (CLIS), often have difficulty controlling their

voluntary extraocular movements or fixing their gaze on specific visual stimuli.

Even for those who have normal visual function, gazing at stimuli for a long time

can easily cause fatigue or loss of concentration. Moreover, EEG signals recorded

at frontal electrodes can be contaminated by electrooculogram (EOG) elicited by
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eye-blinking and eyeball movements. A recent experimental study demonstrated

that the performance of the P300-based speller paradigm can be substantially in-

fluenced by eye gaze[29] which strongly suggests that the use of visual stimuli or

cues might not be appropriate for those who have difficulty in gazing at specific

target stimuli. In other mental task paradigms that do not directly use visual

stimuli, visual cues or feedbacks are generally provided to the participants so as

to instruct or assist them in performing the given mental tasks [108]. Even in

such cases, the recorded signals can be contaminated by unwanted visual evoked

responses. Therefore, developing new BCI paradigms that are not dependent on

visual stimuli remains one of the challenging issues in modern BCI research [178].

To overcome the limitations of conventional BCI paradigms, some researchers

have turned to auditory stimuli [101, 114, 147, 122, 217] as an alternative to visual

stimuli. Most of the previous studies used auditory oddball paradigms, which share

most of the basic concepts with conventional visual BCI paradigms. Two of the

earliest studies [101, 114] independently introduced an auditory BCI paradigm

in which the authors attempted to discriminate attended brain responses from

unattended ones when two simultaneous auditory oddball streams were presented

to subjects. In a study by [101], deviant sounds were generated alternatively at

either a right or left sound source, and subjects were asked to concentrate on one

of the two sound sources. They extracted the feature vectors from the changes in

the amplitude of the averaged event-related potential (ERP). [114] used a similar

paradigm,where the subjects were instructed to concentrate their attention on

one of two oddball audio streams with different frequencies presented alternately

with a short inter-stimulus interval. They used the peak amplitudes of P300 and

mismatch negativity (MMN) as the feature vectors to classify the subjects selective

attention. Recently, [94] refined the auditory oddball paradigm and evaluated

various auditory stimuli with different volumes, pitches, or directions.

Another group of researchers attempted to modify the P300 speller paradigm,

which is a well-established protocol in BCI research [61] into an auditory version

[122]. Instead of presenting matrix-type visual stimuli, they presented different en-
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vironmental sounds to participants and detected which sound the participants were

attending to. Spatial hearing was also adopted as a new auditory BCI paradigm

[217] which used eight speakers spatially distributed around a participant and

detected a single sound source that the participant concentrated on.

Apart from the oddball paradigms or modified oddball paradigms (P300 speller),

[147] investigated whether the auditory steady-state response (ASSR) is modu-

lated by auditory selective attention (ASA) to a specific sound stream and dis-

cussed the possibility of using the ASSR as a new BCI paradigm. They provided

eight participants with two amplitude-modulated (AM) sound streams (1 kHz and

2.5 kHz) with different modulation frequencies (38 Hz and 42 Hz) to both ears

simultaneously (1 kHz tone with a 38Hz modulation frequency for the left ear and

2.5 kHz tone with a 42Hz modulation frequency for the right ear). The partici-

pants were then asked to either concentrate their attention on the stimulus from

the left ear or ignore both auditory stimuli according to the instructions appear-

ing on a monitor. In six out of eight participants, the spectral density of alpha

rhythm was inversely proportional to that of the modulation frequency for the left

ear (38 Hz), providing evidence that selective attention can modulate ASSR. They

also showed, using the self organizing map (SOM) method, that the attended and

ignored conditions could be clearly classified into two clusters, demonstrating the

possibility of using ASSR modulated by auditory selective attention as a new BCI

paradigm.

1.3 Motivation

It is very difficult to use the conventional technologies such as a mouse or keyboard

to operate a personal computer by the people of physical disabilities. To establish

an alternative communication an input device or software is designed so that

the disable people can use a computer. Some examples of such devices are single

switches of various forms, head mice, speech recognition systems, eye gaze trackers

and even software for touch screen devices. Locked-in syndrome (LiS) is the most
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severe form of motor disability. The term, thought up by Plum and Posner in

1996, talk about a state in which a person is almost completely paralyzed yet

remains cognitively aware [120].

In the case of classical LiS, vertical eye movements, including blinking, are

possible. In partial LiS, some additional residual muscle movement such as in

a finger, toe or head has been recovered. On the other hand, in total LiS, the

person has lost control of even eye movements [11]. Study of cognitive conscious-

ness can be achieved by manual cognitive assessment and is sometimes proved by

neuroimaging techniques such as magnetic resonance imaging (MRI) or electroen-

cephalography (EEG). Usually LiS are causes due to a lesion in the pons in the

brainstem and neuro-degenerative diseases such as in amyotrophic lateral sclerosis

(ALS) [153]. However, a large proportion of people who find themselves in such a

state of being are willing and able to continue living for many years with a good

quality of life [59]. But empowering people to communicate is essential to main-

tain a good quality of life. In the classical LiS, the most common and possibly

the most efficient means of communication is via eye blinks or eye gaze to a care

giver or other human being. One can either communicate ‘yes’ or ‘no’, or spell

words by indicating the desired letters on an alphabet board. The development of

the personal computer and the Internet also improves the quality of life of people

who would otherwise be even more isolated from the rest of the world. Eye gaze

trackers and eye blink technology allow some people access to computers, and

persons with partial LiS can use a single switch device [174]. On the other hand,

for people with total LiS, it is difficult to communicate using any overt muscle

movement. For locked-in patients, the development of brain-computer interfaces

(BCI) is only the way, a direct communication pathway between the brain and an

external device that records neural processes. A brain-computer interface (BCI)

is a method that aims to extract a user’s intention whilst bypassing the normal

modality of physical movement by measuring and analysing brain signals
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Brain Computer Interface with

EEG

2.1 Electroencephalography

Electroencephalography (EEG) is a method used to measure the electrical activity

along the scalp produced by billions of nerve cells, called neurons. The nerve

cells communicate with each other through electrical impulses. Each neurons is

connected to thousands of other neurons and the electrical activity is generated

with the firing of neurons within the brain[177]. It is a combined electrical activity

of thousands of the neurons. To record the electrical activity electrodes are placed

on the scalp. The EEG is the measure of the brain’s spontaneous electrical activity

over a short period of time. In neurological perspective, the leading application of

EEG is in the case of epilepsy, as epileptic activity can create clear abnormalities

on a standard EEG study[119]. In general, a small amount of electrical potentials

(normally less that 300 µV) are generated by the brain. Besides, to diagnose sleep

disorders, depth of anesthesia, coma, encephalopathies, and brain death the EEG

is used. Furthermore, EEG is used to diagnosis tumor, stroke and other focal

brain disorders. The EEG method has multiple advantages over other methods

used to study brain function. The key advantages are significantly lower hardware

cost, higher temporal and spatial resolution etc.
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Figure 2.1: Brain rhythms.

2.1.1 EEG Rhythms

The rhythms of brain activity depend on the subject’s level of consciousness. For

example, various sleep stages can be detected in EEG recording. Throughout

the walking state, different rhythmic waves can be sensed. In EEG, the observed

rhythmic components are delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta

(12–32 Hz), and gamma (above 32 Hz) as shown in Figure 2.1.

Delta rhythm: In adults, delta waves are recorded during deep sleep. Infants

(the age around 2 months) show irregular delta activity of 2–3.5 Hz in the waking

state. The rhythms have large amplitudes (75–200 µV) and show strong coherence

all over the scalp.

Theta rhythm: The frequency range of the theta wave is 4–8 Hz and have a

high amplitude and characteristic sawtooth shape. The rhythms can be serve as
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a gating mechanism in the information transfer between the brain structures [51].

Usually, activity in the theta band may occur in emotional or some cognitive states;

it can be also connected with the slowing of alpha rhythms caused by pathology

activity in the theta band may occur in emotional or some cognitive states; it can

be also connected with the slowing of alpha rhythms caused by pathology.

Alpha rhythm: The rhythms are predominant during wakefulness and are most

pronounced in the posterior regions of the head. Generally, the waves are recorded

during the eyes are closed and the subject is in a relaxed state. They are blocked

or attenuated by attention (especially visual) and by mental effort. Mu rhythms

have a frequency band similar to alpha, but their topography and physiological

significance are different. The frequency and amplitude of the Mu rhythm as

around 10 Hz and below below 50 µV respectively

Beta rhythm: The brain rhythms of the frequency range from 12–32 Hz are beta

rhythms. The amplitudes of the rhythms are usually less than 30 µV. The waves

are generally observed over the frontal and central region.

Gamma rhythm: It is difficult to record gamma rhythm by scalp electrodes and

their frequency does not exceed 45 Hz. Gamma activity is connected with the

recognition of sensory stimuli [76] and the onset of voluntary movements.

2.1.2 Short History of EEG

The brain potentials are first investigated by Richard Caton (1842–1926) who

worked on the open brains of cats and rabbits. He observed electric currents by

means of a galvanometer, where a beam of light reflected from its mirror was

projected onto a scale placed on a nearby wall. He observed that ”feeble currents

of varying directions pass through the multiplier when the electrodes are placed

at two points of the external surface, or one electrode on the gray matter and

one on the surface of skull.” This statement can be considered as a discovery of

electroencephalographic activity. Besides, the spontaneous activity of the brains

of rabbits and dogs are investigated by Adolf Beck (1863–1939). In 1890, he first

discovered the rhythmical oscillations of brain’s electrical activity. The first dis-
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covery of so-called alpha blocking, the disappearance of these oscillations when the

eyes were stimulated with light is observed by him. A co-worker Napoleon Cybul-

ski (1854–1919) of Adolf Beck presented the electroencephalogram in a graphical

form by applying a galvanometer with a photographic attachment and was the first

to observe epileptic EEG activity in a dog elicited by an electric stimulation[25].

Hans Berger, in 1929 recorded the first electroencephalogram from the surface of

the human scalp [13]. The field of the clinical electroencephalography is first in-

troduced in 1935. F. Gibbs and H. Davis showed association of 3/sec spike-wave

complexes in EEG with epileptic absences and A. L. Loomis et al. studied human

sleep patterns. Moreover, in 1935, the first electroencephalograph (Grass Model

I) started the era of contemporary EEG recording.

2.1.3 EEG Recording

The EEG, spontaneous neuronal activity in the brain is observed by electrodes

placing them on scalp. The electrical potential of neurons changes over time.

The changes are observed over time between a single electrode and a reference

electrode [127].To record the potentials, the placement of electrodes is extremely

a challenging task. The mapping of functions onto different regions of the brain

and electrode placement is very difficult. However, the International Federation in

Electroencephalography and Clinical Neurophysiology implemented the standard

10–20 electrode placement system that is widely recognized. With the recording of

the EEG, the potential change due to eye movement and muscle activity are also

needed to observe. The EEG recording system consists of electrodes, amplifiers,

filters and recording device. The electrodes consist of Ag-AgCl disks; diameter

varies in between 1 mm and 3 mm. To plug into an amplifier, long flexible leads

of the electrodes are used. It is necessary to have a low impedance contact at the

electrode-skin interface. To obtain low-impedance and keep the electrodes in place,

conductive electrode paste is used. The mechanical stability of the electrodes is

also prerequisite for proper recording and contact cement can be used to fix small

patches of gauze. For the recording of the EEG, different types of recording
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devices are used. A multichannel pen recorder is the most common device which

is essential part of commercially offered EEG instruments. To monitor the EEG

signals, a visual output device such as an oscilloscope or video display is used at

the time of recording. Now a day, computers are used to record the signals and

can be used as main device. To convert the recorded analog signal to digital signal

an analog-to-digital (A/D) converter is used. To save each sample of the signal

in the computers memory, the A/D converter needs to interface to a computer

system.

2.2 Event-Related Potentials (ERPs)

Event-Related potentials (ERPs) are very small voltages produced in the nerve

cells in response to a specific sensory, cognitive, or motor event [17]. The po-

tentials that are time locked to sensory, motor or cognitive events that provide

safe and noninvasive approach to study psychophysiological correlates of mental

processes. The ERPs are the sum of electrical potential produced in the nerve

cells when a large number of similarly oriented cortical pyramidal neurons fire in

synchrony while processing information. The ERPs are of two types. The sensory

generated within the first 100 milliseconds after stimulus. It depends largely on

the physical parameters of the stimulus. The cognitive, produced in the later parts

of the stimulus, in which the subject evaluates the stimulus. An evoked potential

is an electrical potential observed from the nervous system of a human or other

animal due to the stimulus, as distinct from spontaneous potentials as detected by

electroencephalography (EEG). A smart wheelchair is controlled by P300-based

BCI. The BCI helps disable people with a virtual keyboard for spelling word and

interacting with computers. Auditory evoked potentials (AEPs) are a subclass

of event-related potentials (ERP)s. AEPs (and ERPs) are very small electrical

voltage potentials originating from the brain recorded from the scalp in response

to an auditory stimulus, such as different tones, speech sounds, etc. The functions

of a patient’s spinal cord are observed by the Somatosensory Evoked Potentials
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(SSEPs). To record the SSEPs, peripheral nerves such as tibial nerve or median

nerve are stimulated with an electrical stimulus. The response is then observed

from the patient’s scalp. The potential caused by a visual stimulus is a visual

evoked potential. An example of the stimulus is an alternating checkerboard pat-

tern on a computer screen. To record the response, electrodes are typically placed

on the back of once head and are observed as a reading on an electroencephalogram

(EEG). The potentials are usually produced from the occipital cortex, the area of

the brain involved in receiving and interpreting visual signals. Steady State Visu-

ally Evoked Potentials (SSVEP) are signals that are produced due to the visual

stimulation at specific frequencies. Light-emitting diode (LED) is generally used

in a typical SSVEP-based BCI system for flickering. In SSVEPs, the brain pro-

duces electrical activity at the same frequency of the visual stimulus by which the

retina is excited. The stimulus SSVEP BCIs are useful in different applications,

when

i) Large number of BCI commands is necessary

ii) High reliability of recognition is necessary

iii) Self-paced performance is required.

2.2.1 Different ERP Waveforms

P50 wave: P50 is a brain response elicited by audio stimulus, occurs approxi-

mately 50 milliseconds after the stimulus. The response is described as P50 wave

since it is in the positive direction. The P50 waveform is used to measure sensory

gating which filters redundant or unnecessary stimuli in the brain.

N100 wave: The N100 is a negative-going evoked potential occurring at around

100 milliseconds after the onset of a stimulus. This waveform is elicited by audi-

tory stimulus and the amplitude is influenced by interstimulus interval, stimulus

intensity, arousal level, subjects attention etc. Usually, the waveform is distributed

over the fronto-central region of the scalp.

P200 wave: The P200 waveform is a component of ERP recorded at the human

scalp. It is a positive going potentials that varying between about 150 and 275
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millisecond after the onset of some external stimulus. The P200 response, in gen-

eral, distributed around the centro-frontal and the parieto-occipital areas of the

scalp.

N200 wave: The N200 waveform, the component of ERP is a negative-going

wave that peaks 200-350 millisecond post-stimulus. It is originated mainly over

anterior scalp sites.

P300 wave: The P300 wave is a positive-going event-related potential. This ERP

component is elicited in the process of decision making. The neural origin of P300

wave is unknown.

N400 wave: The N400 is a component of ERP recorded on human scalp. It is

a negative-going potential and peaks around 400 millisecond post-stimulus onsets

in adults. The waveform is elicited by potentially meaningful stimuli such as au-

ditory, visual, signs etc. Generally, the waveform is recorded over centro-parietal

electrode sites of human brain.

P600 wave: The P600 is a language-relevant ERP and can be elicited by both

visual and auditory stimulus. It is a positive-going wave with an onset around

500 milliseconds. The wave peaks around 600 milliseconds after the onset of the

stimulus and continues up to several hundred milliseconds.

2.3 BCIs Based on Rhythmic Activity

The BCI technology uses brain signals to control external devices over the last

two decades. The rhythmic activities of human brain are recorded over the sen-

sory motor cortex. The activities are modulated by actual movement or imagery

movement. The brain rhythms as shown in Figure 2.1 can be used in the BCI

[254]. BCIs based on the rhythmic activities have been widely used in people with

amyotrophic lateral sclerosis (ALS) [134]. The BCIs have also been used in people

with severe damage from spinal cord injuries[249] and in paralyzed people due to

stroke[31].
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2.4 EEG Artifacts

During the recording of EEG, it is desired to record the cerebral activity of the

brain. But the electrical activities arising from outside of the brain are also

recorded at the time of the EEG recording. The recorded activities that are not

produced in the cerebral are called artifact. The International Federation of Clin-

ical Neurophysiology (IFCN) defines artifact as the recorded activities from extra-

cerebral sources. The artifacts are classified as physiologic and extra-physiologic

artifacts. Physiologic artifacts are generated from the subject and the activities

arise from the body of the subject such as eye movement and muscle activities.

The activities recorded from outside the body such as equipment and environment

are known as extra-physiologic artifacts. The recorded EEG signals are contami-

nated by these artifacts that creates great problem for clinical and experimental

electroencephalography. Due to the contamination it is very difficult to classify

the EEG signal. So really it is a big challenge to deal with artifacts. To deal with

the artifact, it needs to know the presence of artifact. The type and source of

artifact is also need to determine. Since the rhythmic and frequency parameters

of the artifact are very similar to the pure EEG it is quite difficult to separate

artifact from pure EEG.

2.4.1 Physiologic Artifacts

2.4.1.1 Electrooculogram (EOG)

The electrical activity generated by eye movement is the electrooculogramn (EOG).

The EOG has a huge effect on EEG recording. During EEG recording the voltage

difference varies by the eye movement. The EOG is observed typically on the

electrodes which are adjacent to eye and the eye movement directed electrodes.

The EOG can also be generated by eye blinking, which is produced by the muscle

movement of eye lid. This type of EOG may arise only at the wake stage and it

generates a different waveform. The EOG due to eye blink has a high frequency.
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In practice, EOG signals are recorded by placing the reference electrodes near the

eye.

2.4.1.2 Electromyogram (EMG)

Action potentials are produced in the skeletal muscles. The electrical activities of

the skeletal muscles are called Electromyogram (EMG). To observe the myoelectric

signals, usually a needle electrode is used. The surface EMG, in practice, is

measured with the assistance of surface electrode on the skin. Since the EMG has

a broad frequency distribution ranging from 0–200 Hz they affects all rhythmic

components of EEG.

2.4.1.3 Electrocardiogram (ECG)

Electrocardiogram (ECG) is the recorded electrical activity of heart. The am-

plitude of the cardiac activity is lower than the EEG signals. The existence of

ECG artifact can be identified by the repetitive and regularly occurring waveform

pattern of subjects heartbeats. It can be difficult to identify the ECG artifact if

the artifact is hardly visible in the background EEG signals.

2.4.1.4 Glossokinetic Artifact

The glossokinetic artifact is produced by the tongue. It has extensive potential

field that drops from frontal to occipital areas. In this case the potentials are

less steep compared to eye movement artifacts. Although the frequency of the

potentials alters it is generally in the delta range. The similar artifacts can be

produced by chewing and sucking which are discovered in young patients.

2.4.1.5 Respiration Artifacts

There are two type of artifacts produced during respiration. The first one is

slow and rhythmic activity. They are synchronous with the body movements of

respiration and mechanically affecting the impedance of one electrode. The second
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type can be slow or sharp waves. They occur synchronously with inhalation or

exhalation and involve those electrodes on which the patient is lying.

2.4.1.6 Skin Artifacts

The skin artifacts are produced due to biological defects which may alter impedance.

During sweating sodium chloride and lactic acid reacting with metals of the elec-

trodes may produce huge slow baseline sways. Important irregularity also can

be observed when a collection is under or in the skin. Irregularity occurs due to

skull defects. In this case, amplitudes are greater in derivations from electrodes

overlying or adjacent to skull defects.

2.4.2 Extraphysiologic Artifacts

2.4.2.1 Electrodes

The electrode artifact is produced due to electrode popping. Because of unex-

pected impedance variation the artifact appears as single or multiple sharp wave-

forms. The artifact can be detected by abrupt vertical transient and its distribu-

tion.

2.4.2.2 Alternating Current (60 Hz) Artifact

At the time of EEG recording, if the impedance between the electrodes and the

ground of the amplifier develops large amount then a problem arises. Due to this

problem, the ground becomes an active electrode and yields the 60-Hz artifact.

The artifact produces at exactly 60 Hz frequency. However, this type of artifact

can be removed with adequate grounding on the patient.

2.4.2.3 Movements in the Environment

Due to capacitive and electrostatic properties, the movement of other persons

around the subject can produce artifacts. Infusion motor artifact arises for more

use of automatic electric infusion pumps.
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2.5 Types of Brain Computer Interface

Brain computer interface system can be divided into three groups based on the

technique that the electrical activities are recorded from neuron cells.

2.5.1 Invasive BCI

To record electrical activities of brain, EEG is the most extensively used methods.

The electrical activity of groups of neurons is measured by the implanted elec-

trodes which is the rapidly growing part of BCI research [137, 78, 105, 176, 219].

At present the invasive BCI system is implemented for primates only [137, 176].

The use of the system on human is described by some recent results [105, 219].

Using the invasive BCI system it is possible to record signals with a much qual-

ity. Moreover, the system provides much better spatial resolution compared to

non-invasive techniques. The activity of single neurons can be recorded by the

implanted electrodes techniques. On the other hand, a non-invasive system can

only measure the resulting activity of thousands of neurons. Therefore, the per-

formance of the invasive BCI system is much better than the non-invasive BCI

technique with respect to information transfer rate and classification accuracy.

However, some research showed that both the techniques can reach similar infor-

mation transfer rates [249, 247].

There is a serious drawback of the invasive BCI system. Since the technique

is invasive it must require that the subject has to go a surgery operation. Fur-

thermore, the subject needs to replace the implanted electrodes regularly because

the electrodes have a limited lifetime. And hence, the subject has to go further

surgery. So, certainly the implanted electrodes system has a serious effect on the

health of the subjects. In this method, special devices called invasive BCI devices

are needed to record the brain signals. The invasive BCI devices that are used

to capture signal from the single area of brain cells is called single unit and from

multiple areas is called multi-units [248]. As shown in Figure 2.2 the devices are

inserted directly into the human brain by a critical surgery.
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Figure 2.2: Invasive BCI.

Figure 2.3: Partially invasive BCI.

2.5.2 Partially Invasive BCI

In partially invasive BCI, the signal recording devices are inserted in the skull on

the uppermost part of human brain as shown in Figure 2.3. In this system, the

quality of the recorded signals is better compared to non-invasive BCI and has

a lower risk than the invasive BCI system. The electrical activity of the brain is

observed from the beneath the skull. In this system, the electrodes are set in a

thin plastic pad that is placed above the cortex. The advantages of the system

over non-invasive system are higher spatial resolution, enhanced signal-to-noise
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ratio, broader frequency range and reduced training requirements. Moreover, the

benefits of the system over invasive BCI system are minor technical difficulty,

lower clinical risk and superior long-term stability.

2.5.3 Non-Invasive BCI

The non-invasive BCI system is the easiest and the safest way to record the electri-

cal activity of brain. In this system the electrodes are placed over the scalp which

observes minute differences in the voltage between neurons. Due to the skull the

device measures weaker brain signals compared to other BCI devices. Besides,

some unwanted signals can be mixed with the EEG because of the gap between

neurons and electrodes. Therefore, the signal is then amplified and filtered. How-

ever, compared to the disadvantages of the other system, the non-invasive system

is more acceptable. The electrodes of this system are portable and easy to place

on the scalp. Moreover, recently up to 256 electrodes are use on the human scalp

to record brain signals that increases temporal resolution.

2.6 Coherence Based BCI

Electroencephalography (EEG) is a cost effective and easier way to implement

brain computer interface (BCI). It is captured by spatially distributed EEG sensors

of the scalp. The connectivity of different parts of brain is an interesting study

to the BCI research community. Recently, the measure of coherence between the

signals obtained by different sensors is quantified by coherence analysis [88, 143,

27]. It is usually implemented by spectral estimation with Fourier or wavelet

[166] transform. The neural activity data is usually nonstationary in nature and

hence it is a great challenge to implement coherence based analysis. The short

time Fourier transform (STFT) is considered to solve such problem, it is not

entirely resolved due to the following reasons: i) within each short-time period the

stationarity of neural data cannot be assured, ii) the resolution of time frequency

representation is restricted by Heisenberg uncertainty principle [156]. Although
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wavelet transform is considered as data adaptive signal analysis method, it uses

basis function called mother wavelet for signal decomposition and faces time-

frequency resolution problem i.e. lower frequency resolution at high frequencies

and higher at low frequencies. Wavelet analysis also depends on the selection of

mother wavelet. The arbitrary selection of mother wavelet without matching with

the analyzing signal is the cause of erroneous and non-reversible decomposition.

The synchrosqueezing transform (SST) [53, 54] is one of the techniques based

on the continuous wavelet transform (CWT) that generates highly localized time-

frequency representations of nonlinear and nonstationary signals. It overcomes

the limitations of linear projection based time-frequency algorithms, such as the

short-time Fourier transforms (STFT) and continuous wavelet transforms. The

synchrosqueezing transform reassigns the energies of STFT and CWT such that

the resulting values of coefficients are concentrated around the instantaneous

frequency curves of the modulated oscillations [1]. The frequency reassignment

method in time-frequency representation [123, 7, 8] develops the meaningful local-

ization of signal components in time-frequency space [35].

Neural synchronization is usually measured using time frequency (TF) coher-

ence as the synchronization described in different frequency bands and to vary over

time. It is necessary to smooth the cross and auto spectra between the signals to

minimize noise effects to estimate the TF coherence [232, 146]. In any arbitrary

TF representation method, the smoothing of cross and auto spectra is usually

executed via one of the following method; (i) smoothing of periodigrams via en-

semble averaging based on the Welchs overlapped segment averaging (WOSA)

method [37], (ii) smoothing in one or both of the time and frequency domains

[232, 160, 233, 45] and (iii) smoothing of both cross and auto spectra via averag-

ing a set of spectra estimated by multiple orthogonal taper functions [252, 230].

In the above methods the identical smoothing operators are used for the cross

and auto spectra to estimate TF coherence. The identical smoothing operator

indicates that TF coherence satisfies the Cauchy-Schwarz inequality [160] and is

hence bounded within [0,1]. The estimator with identical operator fails when
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smoothing coefficient becomes 1. The better temporal resolution can be achieved

by selectively smoothing the auto spectra. With the use of non-identical smooth-

ing operators, the bias of the estimator cannot go to 1 while the cross spectrum is

not smoothed, resulting in an estimator with enhanced temporal resolution [160].

Hence, the use of non-identical smoothing operators may assist to identify weak

correlations between signals and represent better TF coherence.

In this research, the TF representation of EEG signals is implemented by SST

and then TF coherence between two noisy signals using non-identical smoothing

operators. The similar analysis is performed with the short-time Fourier transform

in place of SST. After validating the TF coherence paradigm with synthetic signals,

the method is applied to real EEG. It is clearly observed that in both synthetic

and real data, the SST based TF coherence performs better than STFT based

method.

2.6.1 Methods

The neural synchronization is varying over both time and frequency. The time-

frequency representation (TFR) of any signal describes the energy as a function

of both time and frequency. It maps a one dimensional signal of time domain into

a two dimensional function of time and frequency. The value of the TFR space

provides idea as to which spectral components are present at what time. The TFR

is useful to analyze and synthesize non-stationary or time-varying signals.

2.6.1.1 Short Time Fourier Transform

Short-Time Fourier Transform (STFT) is a time-frequency analysis technique

suited to non-stationary signals. The STFT provides information about changes

in frequency over time. It represents a sort of compromise between the time and

frequency of a signal. Also, it gives some information about both when and at

what frequencies a signal event occurs. During STFT, the signal is separated into

small portions, where these portions of the signal can be assumed to be stationary.

For this purpose, a window function w is chosen. The width of this window must
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Figure 2.4: Synthetic signal δ(t) and its TF representation (a) the synthetic signals

δ(t) with three components, TF represention using (b) STFT and (c) SST.

be equal to the portion of the signal where its stationarity is valid. The STFT for

a non-stationary signal s(t) is defined as

Ψ(t, f) =

∫ ∞
−∞

[s(t).w∗(t− t′)].e−2πftdt (2.1)

where * is the complex conjugate, w(t) is the window function. The STFT of

the signal is the Fourier transform of the signal multiplied by a window function.

To illustrate the time-frequency representation we create a noise free synthetic

signal δ(t) obtained by concatenating three sinusoids s1(t), s2(t) and s3(t) of fre-

quencies 10Hz, 5Hz and 20Hz respectively as δ(t) = [s1(t)s2(t)s3(t)]. The sampling

frequency is 500Hz. The synthetic signal and TF representation using STFT are

presented in Figure 2.4(a) and Figure 2.4(b) respectively. In the STFT a Ham-

ming window of length 256 and 50 percent overlap is used. The STFT is able to

recognize the three components but with a poor resolution.
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2.6.1.2 Synchrosqueezing Transform

Synchrosqueezing Transform (SST) is a method functional to the Continuous

Wavelet Transform (CWT). The SST is used to localize the frequency compo-

nents of non-stationary signals in TF space. The CWT is capable to generate a

high resolution TF representation. The SST based TF representation taking the

synthetic signal δ(t) is shown in Figure 2.4(c). A bump mother wavelet and the

discretization with the proper scales of CWT are used to implement SST. It is

noted that STFT based TF space has very poor frequency resolution and inher-

ently it suffers from lower time resolution due to the use of window function. The

CWT algorithm recognizes oscillatory components of a signal through a series of

time-frequency filters known as wavelets. To separate a continuous time func-

tion into wavelets the CWT is used. A mother wavelet Φ(t) is a finite oscillatory

function which is convolved with a signal s(t) in the following form

Z(p, q) =
1

|p|1/2

∫ ∞
−∞

Φ(
t− q
p

)s(t)dt (2.2)

where Z(p,q) is the wavelet coefficients for each scale-time pair and the instan-

taneous frequency can be estimated as

ωs(p, q) = −iZ(p, q)−1∂Z(p, q)

∂q
(2.3)

The TF representation maps the information from the time-scale plane to

the time-frequency plane. In the synchrosqueezing operation, every point (q, p)

is converted to (q, ωs(p, q)) [53]. Because p and q are discrete values, we can

have a scaling step ∆pk = pk−1 − pk; for any pk , where ωs(p, q) is computed.

During mapping from the time-scale plane to the time-frequency plane (q, p) →

(q, winst(p, q)) , the SST Γ(ωl, q) is calculated [1] only at the centers ωl of the

frequency range [ωl −∆ω/2, ωl + ∆ω/2] , with ∆ω = ωl − ωl−1 :

Γ(ωl, q) =
∑

pk:|ωs(pk,q)−ωl|≤∆ω/2

Z(pk, q)p
−3/2∆pk (2.4)

The equation (2.4) shows that the TF representation of the signal is syn-

chrosqueezed along the frequency (or scale) axis only [140]. In the SST, the
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coefficients of the CWT are reallocated to get a concentrated image over the

time-frequency plane, from which the instantaneous frequencies are then extracted

[250].

2.6.1.3 Coherence Analysis

Coherence is a mechanism of efficient interaction between two groups. In the field

of neuroscience, coherence reports systematic consistency between two neuronal

populations. Neuronal synchronization refers to the existence of a more or less

consistency among oscillatory modulations in neural activity in different neurons.

Synchronization plays a significant role in the coordination of spiking activity

across the neuronal groups [231, 212, 79].

2.6.1.4 Frequency Coherence

Frequency coherence is a frequently used method to measure consistency between

neural signals. The main advantages of frequency coherence are that it is very

implicit, firm and pretty robust alongside noise and allows an easy overview over

relevant coherent frequencies in the data [150]. The frequency coherence reflects

the consistency of cross-spectral densities between two signals, normalized by their

auto-spectra densities. Considering two stationary random processes, x and y as

the functions of frequency, the standard coherence function of x and y is dened as

[214]:

|Cx,y(f)| = |Jx,y(f)|√
Jx,x(f)Jy,y(f)

(2.5)

where Jx,x(f)and Jy,y(f) are the auto spectral density functions of x and y,

respectively, at frequency, f ; and Jx,y(f) is the cross spectral density between

the two processes. The standard coherence function is not enough for EEG like

non-stationary signals.
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2.6.1.5 Time-Frequency Coherence

Usually, the coherence analysis estimates the correlation between two signals in the

frequency domain, and therefore it is only suitable for stationary signals. However,

the temporal information of EEG like non-stationary signals cannot be discovered

by the conventional coherence analysis [166].A time-frequency extension approach

measures the linear correlation between the two processes in time-frequency plane

[245]. In brain computer interfacing motor imagery paradigm, the synchronization

of neural activity has been measured using the TF coherence.The TF coherence

function is defined as

|Cx,y(t, f)| = |Jx,y(t, f)|√
Jx,x(t, f)Jy,y(t, f)

(2.6)

where t = 1, 2, ..., T ; signal partitioned into T segments and f = 1, 2, ..., F ;

is the discrete frequency.The cross and auto spectral densities are measured as

Jx,y(t, f) = X(t, f)Y ∗(t, f) (2.7)

Jx,x(t, f) = |X2(t, f)| (2.8)

Jy,y(t, f) = |Y 2(t, f)| (2.9)

where X(t, f) and Y (t, f) are the TF transform coefficients of x and y re-

spectively and Y ∗(t, f) is the complex conjugate of Y (t, f) The definitions of the

TF coherence are straightforward and they follow an approach comparable to the

Fourier analysis. In the Fourier analysis, the spectra and the frequency coherence

can be estimated based on periodogram method in which the signal segments are

averaged to find the estimation. However, the time-frequency coherence faces dif-

ficulties during averaging as there are two dimensions of both time and frequency.

In this research the TF transform coefficients followed TF coherence is computed

using SST that outperforms STFT.
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2.6.1.6 Smoothing Effects on TF Coherence

Smoothing operator is a convolution operator that is used to remove detail and

noise. In the case of smoothing cross and auto spectral densities, the operators can

be identical or non-identical. Unlike identical operators, the use of non-identical

operators result the time-frequency coherency is not bound to [0, 1] and hence

enhanced temporal resolution [160].To improve the consistency of TF coherence it

is required to smooth both in time and frequency. The smoothing operators can be

an average over a set of orthogonal-based spectral estimates such as multi-tapper

approaches [252, 230, 26]. Usually, it is used to smooth the cross as well as auto

spectral densities. The non-identical smoothing operators are one dimensional

function of time [252], or two dimensional in both time and frequency [232, 233,

26].Now, standard magnitude squared TF coherence can be found as [160]

|Cx,y(t, f)|2 =
|Jx,y(t, f)⊗ w[φ]|2

(Jx,x(t, f)⊗ w[ϕ])(Jy,y(t, f)⊗ w[ϕ])
(2.10)

where ⊗ represents convolution operator, w[φ] and w[ϕ] are two non-identical

(w[φ] 6= w[ϕ]) smoothing windows of cross spectral density and auto spectral

density respectively. The effects of smoothing in TF coherence are illustrated

in Figure 2.5, where two synthetic signals x1 = [sin(2πf1t) sin(2πf2t)], x2 =

[sin(2πf1t) sin(2πf2t)] with f1 = 5Hz and f2 = 10Hz and their TF coherence are

presented. There are different time duration of individual sinusoids to generate

x1 and x2 as shown in Figures 2.5(a) and 2.5(d) respectively. It is observed that

smoothing operation makes the TF coherence more representative and informative

for both STFT and SST based method as illustrated in Figures 2.5(e) and 2.5(f).

On the other hand, a noticeable amount of irrelevant coherence is introduced

when the smoothing operation is not performed as shown in Figures 2.5(b) and

2.5(c). Hence the use of non-identical smoothing operator improves the measure

of time-frequency coherence. In this paper two 2-D Gaussian smoothing windows

of different lengths are used. The window length is represented as w = [hd] where

h specifies the height of the kernel in hertz and d specifies the width of the kernel

in seconds.

41



Chapter 2 – Brain Computer Interface with EEG

Time (s)
0 2 4 6

A
m

p
li

tu
d
e 

(V
)

-10

0

10

Time (s)
0 2 4 6

A
m

p
li

tu
d
e 

(V
)

-10

0

10

Time (s)
0 2 4 6

F
re

q
u
en

cy
 (

H
z)

0

5

10

15

20

Time (s)
0 2 4 6

F
re

q
u
en

cy
 (

H
z)

0

5

10

15

20

Time (s)
0 2 4 6

F
re

q
u
en

cy
 (

H
z)

0

5

10

15

20

Time (s)
0 2 4 6

F
re

q
u
en

cy
 (

H
z)

0

5

10

15

20

(a)

(d)

(b) (c)

(f)(e)

Figure 2.5: The effect of smoothing operation on TF coherence between synthetic

signals x1 (a) and x2 (d). (b) STFT and (c) SST based TF coherence without smoothing,

(e) STFT and (f) SST based TF coherence with smoothing.

2.6.1.7 Proposed Algorithm for TF Coherence

The proposed algorithm of measuring time-frequency coherence between two sig-

nals based on SST can be summarized with the following steps:

i) Select two signals or signals from two channels of EEG

ii) Apply the SST on individual signal to obtain the time-frequency coefficients

iii) Compute cross and auto spectral densities based on the SST coefficients

iv) Smooth the cross and auto spectral densities using two appropriate non-

identical (different window length) smoothing operators

v) Finally compute time-frequency coherence using the smoothed cross and auto

spectral densities using equation (2.10).

The performance of the proposed SST based time-frequency coherence is eval-

uated with both synthetic signals and real EEG data. The results are compared

with the STFT based time-frequency coherence. The time-frequency coherence

between channels of left and right hemisphere of human brain is studied in this

experiment. Motor imagery classification between left hand and foot movement

is also observed. It is observed that SST based method is more efficient than

42



Chapter 2 – Brain Computer Interface with EEG

STFT for localization of frequency components with higher resolution in coher-

ence domain. In addition marginal time coherences are calculated from both SST

and STFT based coherences. It is found that the SST based marginal time co-

herences exhibits very clear discrimination between left hand and foot movement

data whereas the STFT based marginal time coherences are unable to do this.
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Stimuli Based Brain Computer

Interface

3.1 Introduction

A brain-computer interface (BCIs) is a direct communication method that estab-

lishes connection between the brain and an external device [196, 248]. In BCIs,

generally used scalp recorded EEG features are P300 potential [71], steady state

visual evoked potentials (SSVEPs)[161], N200 [106, 256] and alpha/beta rhythms

[194]. P300 potentials can be stimulated by an oddball paradigm and exactly

the subject is required to focus on visual/auditory target stimuli. Actually the

stimuli are hidden as rare occurrences among a series of more common non tar-

get stimuli. In this situation, P300 like event-related potential (ERP) may occur

about 300 ms after the target stimulus across the parieto-central area of the skull

[199]. P300, by which the target stimuli can be recognized, has been generally

used in visual/auditory/audiovisual BCIs. Usually, in BCIs to proficiently con-

trol the external devices P300 potentials are used. As an example, some visual

BCI spellers based on P300 have been described [61, 131]. A hybrid BCI system

combining P300 and SSVEP is proposed in [142]. Concerning auditory BCIs, a

spelling system in which the letters in a 5×5 matrix were coded with acoustically

presented numbers is proposed in [81]. An auditory spatial ERP paradigm involv-

ing spatially distributed auditory cues is proposed in [217]. Actually, these BCIs

are naturally based on auditory ERPs, including P300. But, existing results shows
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the performance of auditory-only BCI systems are not as good as the visual BCIs.

In recent years, numerous audiovisual BCIs have been developed. The usefulness

of a P300-based BCI has been evaluated in [220] that could use four different types

of visual, auditory, or audiovisual stimuli.

Some offline investigation proved that the level of classification accuracy of

auditory mode did not grasp the same level of classification accuracy as the visual

or audiovisual mode. Hence, the performance of the audiovisual mode was not

significantly better than that of the visual mode. For an instance, the proposed

offline audiovisual P300-speller in [12] found that audiovisual stimulation ampli-

fied the average strength of the response compared to that of either visual-only

or auditory-only stimulation. During the reception of spatial, temporal and se-

mantic congruent audiovisual stimuli brains possibly will integrate the auditory

and visual features of these stimuli [55]. Neural responses in heteromodal brain

areas, including the posterior superior temporal sulcus/middle temporal gyrus

(pSTS/ MTG), are more noticeable for congruent audiovisual stimuli than for

corresponding visual-only and auditory-only stimuli [34, 3, 100]. Audiovisual in-

tegration methods were evaluated by comparing the ERPs elicited by audiovisual

stimuli with the sum of the ERPs elicited by visual-only and auditory-only stim-

uli [60, 75, 165]. Both early (at approximately 40 ms for sites Fz, Pz) and late

(after 100 ms for sites Fz, Cz and Pz) ERP enhancement effects of audiovisual

integration are described in [229]. Also, the multisensory integration effects at

approximately 100 ms (frontal positivity), 160 ms (centro-medial positivity), 250

ms (centro-medial negativity), and 300–500ms (centro-medial positivity) are per-

ceived in [227]. According to the interpretations in [227], it is estimated that

the P300 could be enhanced by combing the paradigm eliciting P300 and that

for audiovisual integration. These improved ERPs in the audiovisual situation

may be used to advance novel audiovisual BCIs that have not been necessarily

measured in existing audiovisual BCI studies [220, 12]. A BCI system can de-

tect intention-specific changes in EEG signals and thus allow patients who have

lost movement ability after an injury or disease to convey their intent to the ex-
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ternal world [196, 248]. Awareness detection is a potential application of BCIs

in patients with disorders of consciousness (DOC), such as vegetative state (VS)

also called unresponsive wakefulness syndrome (UWS), minimally conscious state

(MCS), emerged from MCS (EMCS) and locked-in syndrome (LIS).

Several patients with DOC may be diagnosed with VS, in which they may

awaken but show no awareness of themselves or their environment [112]. Some

patients may improve to MCS, in which they demonstrate inconsistent but repro-

ducible signs of awareness [84]. Furthermore, EMCS is characterized by reliable

and consistent demonstration of functional interactive communication or func-

tional use of two different objects [85]. In recent times, to subdivide MCS patients

into patients responding to commands (MCS+) and patients showing only non-

reflex behavior (MCS−) is proposed in [30]. At present, the clinical diagnosis of

patients with DOC is mostly based on behavioral observation scales, including

the Glasgow Coma Scale (GCS) and the JFK Coma Recovery Scale-Revised (JFK

CRS-Revised). For the reason that these patients cannot provide adequate be-

havioral responses, misdiagnosis rates in VS and MCS patients range from 37 to

43% [5, 216]. More than a few BCI paradigms have been presented for patients

with DOC. In [152], a four-choice auditory oddball BCI on 16 healthy subjects

and 18 patients with DOC (13 MCS, 3 VS and 2 LIS) is tested. Their outcomes

indicated that 13 healthy subjects, 1 MCS patient and 1 LIS patient were able to

communicate using the BCI.

In [49] an MCS patient who could use a motor imagery (MI)-based BCI system

with 80% online accuracy is testified. A visual hybrid BCI combining P300 and

SSVEP is established to detect awareness in eight patients with DOC (4 VS,

3 MCS, and 1 LIS) and successfully demonstrated command following in three

patients (1 VS, 1 MCS, and 1 LIS) in [188]. Although the training for MI-based

BCI is a heavy burden, P300-based BCIs may be more suitable for patients with

DOC the BCI-based awareness detection in patients with DOC is still in its infancy.

Since the patients cognitive ability is considerably lower than that of healthy

individuals the performance of the BCIs designed for these patients is generally
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Figure 3.1: Based on implementation BCIs are two types: invasive and non-invasive.

Non-invasive BCI can also be divided into imagery and stimuli driven, depending on

whether the sensory stimulus is used or not. Moreover, there are also five types of the

stimuli driven BCI: visual; auditory; somatosensory; olfactory; and gustatory.

poor. Moreover, most of these patients lack control of gaze movement. To develop

novel BCIs to improve sensitivity in awareness detection can be one promising

solution.

The brain computer interface (BCI) or brain machine interface (BMI) facil-

itates any computerized device to be functioned without muscle activity [246].

The interface empowers the ALS patients to communicate freely. On the basis of

the classification of feature values extracted from brain activity, a state of-the-art

BCI is implemented. However, their classification performance is presently unsat-

isfactory for a wide range of applications. In order to develop a quality interface,

there is a need to improve the classification accuracy. To attain this development,

some research projects based on an auditory BCI are designed applying auditory

evoked responses (AER) generated by corresponding sound stimuli [217].The dif-

ferent types of BCIs are shown in Figure 3.1 where auditory BCI is grouped under

noninvasive BCI and stimulusdriven BCI.

Cranial surgery is mandatory in an invasive BCI to implant the electrodes

on/in the surface of the cortex. The invasive BCI measures brain activity in a

high signal to noise ratio (SNR) condition with higher infection and side effect

complication risk. Unlike invasive BCI, in noninvasive BCI electrodes are placed

47



Chapter 3 – Stimuli Based Brain Computer Interface

on the surface of the human scalp. Hence, the SNR is lower than with an invasive

BCI system. Consequently, the real-world applications with a noninvasive BCI

are more challenging. The stimulus-driven BCI method can be a solution to

his problem that applies brain responses to artificial sensory stimuli to produce

commands. As an instance, a user can concentrate on only one stimulus from

several stimuli offered in sequence.

The BCI method categorizes the responses and converts them into comput-

erized commands. The stimulusdriven BCI method focuses on a visual modal-

ity, which uses evoked responses to visual stimuli such as flashing or switching

ON/OFF of a signal. Still, visual BCI involves eye movement for pick out com-

mands and is indeed challenging for advanced ALS patients. Since auditory BCI

requires no muscle activity, it can be one of the best solutions to the problem.

Moreover, the auditory BCI method has the benefits of i) not necessarily need to

fix viewing direction and ii) easy to set stimulation devices. However, the classifi-

cation accuracy with the auditory BCI is still not good for real-world applications.

The recent auditory BCI research demonstrated consistent classification accuracy

but it needs further improvement. A comparative study between auditory and

visual BCI spellers is carried out in [40]. The study testified that with the same

experimental conditions the accuracy of an auditory BCI speller is lower than

that of a visual BCI speller. Because of the dependence of the auditory stimuli

the waveform of AER fluctuates. For instance, EEG responses differ for sound

stimuli from the right or the left [83, 211], or depending whether sound images are

virtual or real sound sources [180].

3.2 Auditory Stimuli

3.2.1 The Auditory ERP

The scalp potentials stimulated by auditory stimuli are auditory ERPs and seen

by averaging EEG samples time-locked to those stimuli. The ERP components

are categorized into exogenous and endogenous in [61]. Since the exogenous ERPs
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are generally determined by the external stimulus characteristics, they are rela-

tively stable in terms of latency and amplitude. On the other hand, endogenous

ERPs commonly depend on the subject’s intention. Hence, they exhibit unlim-

ited inconsistency in both latency and amplitude, usually in accordance with the

subject’s varying internal state and behavior. According to the signal latency the

exogenous ERP components are grouped into early, middle and late. The early

components are supposed to stem from brainstem responses occurring within the

first 10–12 ms from stimulus onset whereas the middle components manifest in

the first 50 ms after stimulus onset and are supposed to reflect early primary au-

ditory cortex processing of the stimulus. Besides, the late components include the

relatively large N1 and P2 waves. N1 indicates a negativity that generally peaks

at about 100 ms from stimulus onset and P2 indicates a positivity that peaks at

around 180–200 ms from stimulus onset. N1 is preceded by a small positivity,

denoted P1, which peaks at around 50 ms. These late components are supposed

to stem from auditory cortex as well. The N2 and P3 (P300) components, with a

latency of 300–450 ms are considered to be endogenous components stimulated as

a response to rare or subjectively significant stimuli.

3.2.2 Auditory ERP Based BCI

An auditory ERP based binary BCI [102] is grounded on attention modulation of

ERP signals generated by attending to right ear versus left ear auditory stimuli.

The stimuli presented to the subject consisted of a series of rapid beeps concur-

rently presented to both ears but the phase and frequency are differing. Before

each trial a visual queue was presented where an arrow pointing either to the right

or the left. The pointer indicates which side the subject should attend to. A ran-

dom number of frequency deviant stimuli were presented (1650Hz to the right and

880Hz to the left) in each series of beeps in order to keep the subject alert. The

subject was asked to count how many deviants there were in the series presented

to the ear he/she was ordered to attend to. The ERPs generated by attending to

each side were calculated (averaged) and used to train a support vector machine
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Figure 3.2: ERP is produced by time-locking and averaging of the different epochs of

a raw EEG recording.This figure is taken from http://erpinfo.org/.

(SVM) which classifies by creating a separating hyper-plane between data points

of each class by maximizing the margins between the data sets. It is established

that it is possible to classify single trial ERPs based on that classification. This

paradigm requires a two hour training session as well as offline machine learning.

3.3 Steady State Visual Evoked Potentials

In the perspective of EEG signals, an Evoked Potential (EP) is an electrical po-

tential elicited by the presentation of a stimulus that can be measured from the

nervous system. EP can be recorded with an electrode positioned on the surface

of the scalp particularly in the case of non-invasive EEG recordings. The Visual

Evoked Potentials (VEP), are EP elicited by a visual stimulation [184]. The am-

plitude of the EP and VEP is very low with respect the spontaneous ongoing brain

activity that is the key concern in BCI research. The amplitude ranging from less

than a microvolt to several microvolts, compared to tens of microvolts for EEG,

millivolts for EMG, and often close to a volt for ECG. Signal averaging is essen-

tially required to resolve these low-amplitude potentials against the background

of ongoing EEG, ECG, EMG, and other biological signals and ambient noise.
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Since most of the noise occurs randomly and the signal is time-locked to the

stimulus, permitting the noise to be averaged out with averaging of repeated re-

sponses as used for ERP as shown in Figure 3.2. Steady-state VEP (SSVEP) is a

particular case of VEP, where the same stimulus is repetitively presented at a fre-

quency at least higher than 3.5Hz, but more commonly higher than 6Hz. Usually,

this kind of stimulus is referred as Repetitive Visual Stimulus (RVS). A SSVEP

response acquired using the time-locking averaging technique is shown in Figure

3.3. From the time when the existence of the response can be detected investigat-

ing the power spectrum in the frequency domain of the recorded signal, summing

and averaging different signal epochs corresponding to different presentations of

the same stimulus is not necessary in the SSVEP context. Typically Light Emit-

ting Diodes (LED) generated the stimuli and shapes on a computer monitor [261].

Though the SSVEP can be perceived for higher frequencies [201] up to 100 Hz,

the device flickers at frequencies ranging between 6Hz and 40Hz.

3.4 Visual Stimuli

In order to stimulate VEP and SSVEP responses in the subjects brain activity,

a visual stimulation has to be needed. In SSVEP based BCIs environment, dif-

ferent visual stimuli have been used by means of different stimulator devices with

different performances [261] and occasionally with different results [39, 255]. The

stimulus properties can significantly effects the VEP waveforms and also influence

the SSVEP response amplitude and frequency distribution.

3.4.1 Stimuli for VEP Experiments

VEP experiments are performed usually for clinical applications. The VEP stim-

ulation are classified into luminance and pattern as described in [184]. A constant

flash of light is produced with the luminance stimulation. On the other hand,

pattern stimulation may be either presented in a pattern-reversal or onset offset

fashion.
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Pattern Stimulus

Pattern stimulus is a black and white checkerboard as suggested in [184] in which

every checks should be a square and where there should be an equal number of

light and dark checks as shown in Figure 3.4. The dimensions of the checks should

be defined as the visual angles subtended by the sides of a single check and the

visual angle should be measured in degrees and minutes of arc subtended at the

subjects eye. The same holds for the definition of the whole checkerboard size,

named stimulus field size that should be expressed in degrees of visual angle, with

an indication of the field shape. If the field is a rectangular field α◦ × β◦ large or

a circular field of δ◦ diameter or radius.

Pattern stimulus luminance is a photometric measure of the luminous intensity

per unit area of light travelling in a given direction. The luminance defines the

amount of light that passes through, is emitted or reflected from a particular area,

and falls within a given solid angle. It should be measured in candelas per square

meter (cd/m2) and the luminance of the white checks should be at least 80cd/m2.

The surrounding of the stimulus should be homogenously lit, with an average

luminance equal to or below the average stimulus luminance. Usually quiet room

lighting with no bright sources visible to the subject has to be used and if a

computer monitor is used for presentation, a dark background has to be used.

The fixation point should be located at the corner of four checks when placed at

the center of the field. The pattern reversal stimulus consists of black and white

checks and its phase has changed abruptly from black to white and white to black.

Since there must be no overall change in the luminance of the screen, an equal

number of light and dark elements has to be displayed. Also the pattern stimulus

should be defined in terms of the visual angle of each check.

Flash Stimuli

Though there is no pattern in this situation, the flash stimulus is defined as the

pattern onset/offset stimulus. Therefore, on a darker background a patch of solid

color, uniformly lightened, is turned on and then off. VEP should be stimulated by

a flash that subtends a visual field of at least 20◦ [184]. The strength of the flash
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Figure 3.3: Waveform of an EEG signal picked up during visual light stimulation with

a frequency of 15 Hz and its frequency spectrum acquired from Cz and Oz locations.

(a) The SSVEP waveform give a picture of the time locked average of 10 realizations.

(b) Frequency information of the same recording shown in (a). This figure is taken from

[261].

Figure 3.4: The checkerboad pattern stimulus.
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stimulus are measured in photopic candelas seconds per squared meter (cds/m2).

The background on which the flash is presented should be measured in candelas

per squared meter (cd/m2) and the flash should have a stimulus strength from 1.5

to 3 cds/m2 with a background from 15 to 30 cd/m2. Besides, the stimulus should

be presented less than 1.5 times per second in order to elicit VEPs and avoid the

elicitation of SSVEP responses.

3.4.2 Stimuli for SSVEP BCI

The stimuli used to stimulate VEPs are same as the stimuli used to elicit SSVEP

responses. But the change is the presentation rate that has to be faster than

several hertz that creates the steady-state. Generally the flash and the pattern

reversal stimuli are used in SSVEP based BCIs [261]. Moreover, the VEP and

SSVEP responses are elicited by other kinds of stimuli that have been considered

in [237]. Figure 3.5 shows various types of visual stimuli and stimulation devices.

Stimulation by means of two different lights placed on a pair of goggles is rep-

resented in the upper box (A) where stimuli flicker directly in front of the eyes.

Light-Emitting Diode (LED), the familiar stimulation device for SSVEP based

BCIs is represented in the second box (B). Different types of stimuli that are fit to

be seen on a computer monitor are represented in the last box (C). The flash stim-

uli (c1), pattern reversal stimuli (c2) and flickering images (c3) which are used to

study the SSVEP response change are also represented. Moreover, the stimuli as

(c4) to (c7) are hardly used for SSVEP based BCIs but in the fields of physiology

and neuroscience to investigate particular relations between the SSVEP response

and other perceptual or cognitive functions of the brain.

3.4.3 Stimulation Devices

Light Emitting Diode

LED or LED array lights are preferred to provide flash stimuli with respect to

other kind of lamps because of their relatively low latency and fast reaction to on-

sets and offsets.These lights received excessive attention from electronic research
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Figure 3.5: Visual stimuli and stimulation devices used in VEP and SSVEP BCIs. (A)

flickering light mounted on goggles; (B) Light-Emitting Diode (LED) and (C) flickering

images on a computer screen: (c0) combination of images that can be used for binocular

rivalry paradigms, (c1) simple square, (c2) checkerboard, (c3) image, (c4) Gaussian field,

(c5) sinusoidally modulated square, (c6) rotating or moving stimuli, and (c7) moving

vertical or horizontal gratings. This figure is taken from [237].

end industry in recent years because of their high luminous efficiency, reaching for

red-orange LEDs, peacks of almost 100 lmW−1. LEDs are widely available on the

market, relatively cheap and also power LED exists reaching several watts. Since

the LED generally very small with respect to the optimal area to elicit VEP and

SSVEP responses (several degree of visual angle), they are often used in arrays,

or otherwise they are placed behind a diffusive patch as shown.

Computer Displays

To deliver SSVEP producing stimuli, another commonly used device is a regular

computer monitor. The wide diffusion are the main advantages of this kind of

devices, but also the fact that lot of the stimulus characteristics can be easily

controlled by software. In fact, it seems to be much more flexible compared to
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LED stimulator devices but it has also a major drawback; every computer moni-

tor is able to update the image displayed on its screen at a certain frequency that

is commonly set between 60 Hz and 85 Hz. This means that an upper limit to

the displayable flickering frequency exists, given by the half of the screen refresh

frequency for flash stimuli and by the screen refresh frequency for pattern reversal

stimuli.
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Feature Extraction and

Dimensionality Reduction

Usually, the sources of EEG data are presented as a large matrix. To handle ef-

fectively, it is needed to reduce the large volume to data into summarized matrix

that are very close to the original data. The summarized matrices are generally

contained in a small number of rows and columns, and therefore can be used

much more efficiently than the original large matrix. Dimensionality reduction

is a technique that is used to narrow the large matrix. After signal preprocess-

ing, the information needed for classification into individual states or for cluster

analysis is extracted. This process is called feature extraction, and represents an

important step in EEG data processing. Feature extraction can be defined as

automated recognition of various descriptive features of signals. Each segment

obtained by signal segmentation can be represented by its extracted features. A

good feature should remain unchanged if variations take place within a class,

and it should reveal important differences when discriminating between patterns

of different classes. Many variables were tested for the purposes of the thesis.

It is helpful to describe subtle changes in the psychophysiological state of the

brain during long-term EEG measurements. Feature extraction can be used as a

preprocessor for applications including visualization, classification, detection, and

verification. Besides, extracting informative and discriminative features from EEG

signals are often of crucial importance for representing and classifying patterns of

brain activations. Electroencephalography (EEG), a non-invasive tool to measure

the electrical activity of the brain is the most studied potential non-invasive inter-
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face for BCI implementation, among the brain activities monitoring techniques,

mainly due to its low cost, ease of use, non-invasive nature, and comparatively

easily recording brain signals. A brain computer interface (BCI) aims at translat-

ing brain signals into commands and it will be useful for people with severe motor

impairments in order to restore communication and movement, on the other hand,

it could be a new interface for healthy people. EEG features extraction plays an

important role in conjunction with methods that evaluate this feature in different

scenarios such as detection or classification of EEG signals.

4.1 Statistical Background

Before giving a description of dimensionality reduction and feature extraction

techniques, this chapter first introduces mathematical concepts that will be used.

It covers mean, standard deviation, variance, covariance, eigenvectors and eigen-

values.

Mean: The mean of a data sample is simply the average of the data points

contained the data sample. It does not give much information about the data but

only the center or middle point of the data sample. The mean of a data set X can

be calculated according to the following formula:

X =
∑n
i=1Xi
n

Here, the symbol X (called “X bar” to indicate the mean of the data set X, n is

used to refer to the number of elements in X. The above formula tells “Add up

all the numbers and then divide by how many there are”.

Standard Deviation: Standard Deviation (SD) is a measurement of the dis-

persion of a set of data from its mean. It also defined as the average distance from

the mean of the data set to a point. If the data points are further from the mean,

there is higher deviation within the data set. Actually the SD of a data set tells

how spread out the data is. The SD is calculated as to compute the squares of
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the distance from each data point to the mean of the set, add them all up, divide

by n− 1 , and take the positive square root.

σ =

√∑n
i=1(Xi −X)2

(n− 1)
(4.1)

where σ represents the standard deviation of a sample. Here, the data set is con-

sidered as a sample of data set, i.e., a subset of the real-world data. In equation

(4.1) the summation is divided by (n−1) because it turns out that this gives more

closer result to the standard deviation that would result if one had used the entire

data set. However, to calculate the standard deviation for an entire data set it

should be divided by n instead of (n− 1).

Variance: The definition of variance is the average of the squared differences

from the mean. A value of zero means that there is no variability i.e., all the num-

bers in the data set are the same. Actually, it measures how far a set of numbers

are spread out from their average value. Basically, it is almost identical to the

standard deviation. The formula is this:

σ2 =

∑n
i=1(Xi −X)2

(n− 1)
(4.2)

Covariance: It can only possible to calculate the standard deviation for each

dimension of the data set independently of the other dimensions since it only

operate on one dimension. However many data sets have more than one dimension,

and the aim of the covariance is to find out how much the dimensions vary from

the mean with respect to each other. It is similar to variance, but where variance

tells how a single variable varies, covariance tells how two variables vary together.

Covariance is always measured between two dimensions. The covariance between

one dimension and itself it is called variance.

If a data set is the three dimensional set (x, y, z), then it is possible to measure

the covariance between the x and y dimensions, the x and z dimensions, and the y

and z dimensions. The covariance between x and x , y and y and z and z will give

the variance of the x, y and z dimensions respectively. The formula for covariance
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is very similar to the formula for variance as in equation (4.3).

cov(X, Y ) =

∑n
i=1(Xi −X)(Yi − Y )

(n− 1)
(4.3)

The value of covariance can be positive or negative even the sign is more im-

portant than its exact value. The positive value indicates that both dimensions

increase together. On the other hand, the negative value indicates as one dimen-

sion increases, the other decreases. Moreover, if the covariance is zero, it indicates

that the two dimensions are independent of each other.

Covariance Matrix: The covariance is always measured between two dimen-

sions. If a data set has more than two dimensions, there is more than one covari-

ance measurement that can be calculated. To calculate all the possible covariance

values between all the different dimensions and put them in a matrix is a very

useful way. This matrix is called covariance matrix. In the covariance matrix, the

variances appear along the diagonal and covariances appear in the off-diagonal

elements. If a data set is three dimensional x, y and z then the covariance matrix

has three rows and three columns as shown below:

C =


var(x) cov(x, y) cov(x, z)

cov(y, x) var(y) cov(y, z)

cov(z, z) cov(z, y) var(z)



Eigenvectors and Eigenvalues: An eigenvector of a linear transformation is

a non-zero vector that only changes by an overall scale when that linear trans-

formation is applied to it.In general, a matrix acts on a vector by changing both

its magnitude and its direction. However, a matrix may act on certain vectors by

changing only their magnitude, and leaving their direction unchanged (or, possi-

bly, reversing it). These vectors are the eigenvectors of the matrix. A matrix acts

on an eigenvector by multiplying its magnitude by a factor, which is positive if its
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direction is unchanged and negative if its direction is reversed. This factor is the

eigenvalue associated with that eigenvector. Eigenvectors give you the direction of

spread of data, while eigenvalue is the intensity of spread in a particular direction

or of that respective eigenvector.

Let A be an n× n square matrix. The number λ is an eigenvalue of A if there

exists a non-zero vector −→υ such that

A−→υ = λ−→υ

In this case, the vector −→υ is called an eigenvector of A corresponding to eigen-

value λ. To calculate the eigenvalues and eigenvectors the above condition can be

rewritten as

(A− λI)−→υ = 0

where I is the n×n identity matrix. Now, in order for a non-zero vector −→υ to

satisfy the equation, (A− λI) must not be invertible. That is the determinant of

(A−λI) must equal to 0. Here, p(λ) = det(A−λI) is the characteristic polynomial

of A. Now the roots of the characteristic polynomial of A are the eigenvalues of

A. To find the eigenvectors −→υ corresponding to the eigenvalues λ, the system of

linear equations given by (A− λI)−→υ = 0 can be solved.

4.2 Feature Extraction Techniques

Feature extraction is a key step of a pattern recognition system. Mainly it trans-

forms input parameter vector into a feature vector and/or reduce its dimension-

ality. To find an informative and small but discriminative subset of features,

one of the most important task is in any pattern recognition system. Techniques

that can perform the transformation from high-dimensional to discriminative low-

dimensional feature space are very important because of the curse of dimension-

ality. The purpose of feature extraction step is to identify the pattern of brain

activity then subsequently the features are used as an input of a classifier. The

system performance actually depends on both the extracted features and employed
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classification algorithm. The extracted feature space represented as NXD data

matrix where N and D defines number of samples and features respectively.

The dimensionality reduction based on the domain knowledge can be per-

formed to explore more important information which may result in a lower dimen-

sional vector, usually the remaining dimensionality is still too high for learning

[239]. But the domain knowledge can not perform directly without explicit back-

ground or meaning of training data. Dimensionality reduces number of columns,

but maps vectors to subspace. During preprocessing the dimension of EEG data

is calculated as number of channels X number of trials. During EEG recording,

for more than hundred EEG channels, a recording session spanning through hun-

dreds of trial each spanning through several seconds or minutes or even hours with

sample frequency of 100Hz or more. Therefore, the amount of produced data may

be of the order of ten or even hundreds of gigabytes. Since it is almost impossible

even to load the huge amount of data into the main memory of most computers,

some kind of data reduction is necessary. As mentioned in [136, 206, 154], dimen-

sionality reduction can be done by selecting appropriate channels or time epochs

or trials. EEG signal processing is subject to several important constraints. The

salient features in the EEG processing [190] are i) the number of signals to be

processed is high, and often tightly interdependent, ii) signals are unique, in the

sense that the circumstance under which they were obtained are normally nor

repeatable, iii) medical signals are very noisy and iv) in some cases information

about the signals is required in real time in order to take crucial decision.

A number of techniques have been proposed for dimensionality reduction and

feature extraction, such as Singular Value Decomposition (SVD), Principle Com-

ponent Analysis (PCA), Independent Component Analysis (ICA), and Common

Spatial Pattern (CSP).

4.2.1 Singular Value Decomposition (SVD)

The Singular Value Decomposition (SVD) is a method that is used to transform

correlated variables into a set of uncorrelated ones that better expose the various
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relationships among the original data items. At the same time, it is a method for

identifying and ordering the dimensions along which data points exhibit the most

variation. This ties in to the third way of viewing SVD, which is that once we have

identified where the most variation is, it is possible to find the best approximation

of the original data points using fewer dimensions. The SVD technique is widely

used to decompose a matrix into several component matrices, exposing many of

the useful and interesting properties of the original matrix. The decomposition of a

matrix is often called factorization. Hence, SVD can be seen as a method for data

reduction. The decomposition of a matrix is also useful when the matrix is not of

full rank. That is, the rows or columns of the matrix are linearly dependent. The

SVD represents an expansion of the original data in a coordinate system where the

covariance matrix is diagonal. Using the SVD, one can determine the dimension

of the matrix range or more-often called the rank. The rank of a matrix is equal

to the number of linear independent rows or columns. This is often referred to

as a minimum spanning vector simply a basis. The SVD can also quantify the

sensitivity of a linear system to numerical error or obtain a matrix inverse.

According to the theory of linear algebra a rectangular matrix A can be broken

down into the product of three matrices − an orthogonal matrix U , a diagonal

marix S, and the transpose of an orthogonal matrix V . The theory is represented

as

Aij = UiiSijV
T
jj (4.4)

where UTU = I, V TV = I; the columns of U are orthonormal eigenvectors of

AAT , the columns of V are orthonormal eigenvectors of ATA, and S is a diagonal

matrix containing the square roots of eigenvalues from U or V in descending order.

To find the SVD, USV T consider a rectangular matirx A, where

A =

 3 1 1

−1 3 1


Calculation of U : The transpose of A is
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AT =


3 −1

1 3

1 1


Therefore,

AAT =

 3 1 1

−1 3 1

×


3 −1

1 3

1 1

 =

11 1

1 11


The eigenvectors are defined by the equation A−→υ = λ−→υ where λ and −→υ

represents eigenvalues and their corresponding eigenvectors respectively. Applying

this the eigenvalues and their corresponding eigenvectors of AAT can be calculated

as 11 1

1 11

×
x1

x2

 = λ×

x1

x2


This can be written as

11x1 + x2 = λx1

⇒ (11− λ)x1 + x2 = 0

and

x1 + 11x2 = λx2

⇒ x1 + (11− λ)x2 = 0

The values of λ can be calculated by setting the determinant of the coefficient

matrix to zero,

∣∣∣∣∣∣(11− λ) 1

1 (11− λ)

∣∣∣∣∣∣ = 0

⇒ (11− λ)(11− λ)− 1 · 1 = 0

⇒ (λ− 10)(λ− 12) = 0

64



Chapter 4 – Feature Extraction and Dimensionality Reduction

So, the two eigenvalues are

λ = 10, λ = 12

The eigenvectors for the eigenvalues can be calculated. For λ = 10

(11− 10)x1 + x2 = 0

⇒ x1 = −x2

which is true for many values, so x1 = 1 and x2 = −1 can be picked. Thus (1,−1)

is the eigenvector corresponding to the eigenvalue λ = 10. Similarly, for λ = 12

(11− 12)x1 + x2 = 0

⇒ x1 = x2

In this case, x1 = 1 and x2 = 1 can be picked and (1, 1) is the eigenvector

corresponding to the eigenvalue λ = 12. These eigenvectors become column vec-

tors in a matrix ordered by the size of the corresponding eigenvalue. In other

words, the eigenvector of the largest eigenvalue is column one, the eigenvector of

the next largest eigenvalue is column two, and so forth and so on until we have

the eigenvector of the smallest eigenvalue as the last column of our matrix. In the

matrix below, the eigenvector for λ = 12 is column one, and the eigenvector for

λ = 10 is column two.

1 1

1 −1


By applying the Gram-Schmidt orthonormalization process the matrix of column

vectors can convert into an orthogonal matrix.

−→u1 =
−→υ
|−→υ | = [1,1]√

12+12
= [1,1]√

2
= [ 1√

2
, 1√

2
] = [0.7071, 0.7071]

Compute
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−→w2 = −→υ2 −−→u1 · −→υ2 ∗ −→u1 = [1,−1]− [0.7071, 0.7071] · [1,−1] ∗ [ 1√
2
, 1√

2
] =

[1,−1]− 0 ∗ [0.7071, 0.7071] = [1,−1]− [0, 0] = [1,−1]

and normalize

−→u2 =
−→w2

|
−→
w2|

= [ 1√
2
, −1√

2
] = [0.7071,−0.7071]

to give

U =

0.7071 0.7071

0.7071 −0.7071


Calculation of V : The V is calculated based on ATA, so

ATA =


3 −1

1 3

1 1

×
 3 1 1

−1 3 1

 =


10 0 2

0 10 4

2 4 2


Now the eigenvalues and corresponding eigenvectors of the ATA can be calculated

as 
10 0 2

0 10 4

2 4 2

×

x1

x2

x3

 = λ×


x1

x2

x3


which represents the system of equations

10x1 + 2x3 = λx1

⇒ (10− λ)x1 + 2x3 = 0

10x2 + 4x3 = λx2

⇒ (10− λ)x2 + 4x3 = 0

2x1 + 4x2 + 2x3 = λx3⇒ 2x1 + 4x2 + (2− λ)x3 = 0

As above, setting the determinant of the coefficient matrix to zero the eigen-

values, λ can be calculated
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∣∣∣∣∣∣∣∣∣
(10− λ) 0 2

0 (10− λ) 4

2 4 (2− λ)

∣∣∣∣∣∣∣∣∣ = 0

⇒ (10− λ)

∣∣∣∣∣∣(10− λ) 4

4 (2− λ)

∣∣∣∣∣∣+ 2

∣∣∣∣∣∣0 (10− λ)

2 4

∣∣∣∣∣∣ = 0

⇒ (10− λ)[(10− λ)(2− λ)− 16] + 2[0− (20− 2λ)] = 0

⇒ λ(λ− 10)(λ− 12) = 0

Therefore, the eigenvalues λ = 0, λ = 10 and λ = 12 are the eigenvalues for

ATA. Now the corresponding eigenvectors for the eigenvalues can be calculated.

For λ = 12

(10− 12)x1 + 2x3 = 0

−2x1 + 2x3 = 0

x1 = 1, and x3 = 1

(10− 12)x2 + 4x3 = 0

−2x2 + 4x3 = 0

x2 = 2x3

x2 = 2

So, −→υ 1 = [1, 2, 1] for λ = 12. Similarly, for λ = 10 and λ = 0 the −→υ 2 and −→υ 3

can be calculated as −→υ 2 = [2,−1, 0] and −→υ 3 = [1, 2,−5]. In the matrix below,

the eigenvector for λ = 12 is column one,the eigenvector for λ = 10 is column two

and the eigenvector for λ = 0 is column three.


1 2 1

2 −1 2

1 0 −5
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By applying the Gram-Schmidt orthonormalization process the matrix of col-

umn vectors can convert into an orthogonal matrix.

−→u1 =
−→υ1
|−→υ1| = [1,2,1]√

12+22+12
= [1,2,1]√

6
= [ 1√

6
, 2√

6
, 1√

6
] = [0.4082, 0.8165, 0.4082]

−→w2 = −→υ2 −−→u1 · −→υ2 ∗ −→u1 =

[2,−1, 0]− [0.4082, 0.8165, 0.4082] · [2,−1, 0] ∗ [0.4082, 0.8165, 0.4082] = [2,−1, 0]

−→u2 =
−→w2

|
−→
w2|

= [ 2√
5
, −1√

5
, 0] = [0.8944,−0.4472, 0]

−→w3 = −→υ3 −−→u1 · −→υ3 ∗ −→u1 −−→u2 · −→υ3 ∗ −→u2 = [−2
3
, −4

3
, 10

3
] = [−0.6667,−1.3333, 3.3333]

−→u3 =
−→w3

|
−→
w3|

= [ 1√
30
, 2√

30
, −5√

30
] = [0.1826, 0.3651,−0.9129]

Now −→u1, −→u2 and −→u3 make the V as

V =


0.4082 0.8944 0.1826

0.8165 −0.4472 0.3651

0.4082 0 −0.9129


And its transpose

V T =


0.4082 0.8165 0.4082

0.8944 −0.4472 0

0.1826 0.3651 −0.9129


Calculation of S: The diagonal matrix S can be formed by taking the square

roots of the non-zero eigenvalues of U and V and populate the diagonal with them,

putting the largest eigenvalue in s11, the second largest in s22, the third largest

in s33 and so on until the smallest value ends up in sii. For the purpose of

multiplication between U and V , a zero column vector is added to S so that it is

of the proper dimension.

S =

√12 0 0

0
√

10 0
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Now, the equation (4.4) gives

Aij = UiiSijV
T
jj =

0.7071 0.7071

0.7071 −0.7071

×
√12 0 0

0
√

10 0

×


0.4082 0.8165 0.4082

0.8944 −0.4472 0

0.1826 0.3651 −0.9129

 =

 3 1 1

−1 3 1



4.2.2 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is very useful multivariate statistical tech-

nique which is greatly used by brain computer interface. It transforms a number of

correlated variables into a number of uncorrelated variables called principal com-

ponents. The first principal component accounts for as much of the variability

in the data as possible, and each succeeding component accounts for as much of

the remaining variability as possible. The objectives of PCA are to discover or to

reduce the dimensionality of data set as well as to identify new meaningful un-

derlying variables. The new variables called principal components are calculated

by the PCA which are obtained as linear combinations of original variables. PCA

analyzes a data set representing observations described by several dependent vari-

ables, which are, in general, inter-correlated. The goals of the PCA are to extract

the most important information from the data set; keeping only the important

information compress the size of the data set; simplify the description of the data

set; and analyze the structure of the observation and the variables.

The basic steps for performing a principal component analysis are as follows:

i) Ignoring the class labels, take the whole dataset consisting of d -dimensional

samples.

ii) Compute the means for every dimension (d -dimensional) of the whole dataset.

iii) Compute the covariance matrix of the whole data set.

iv) Apply SVD and compute eigenvectors e1, e2, e3, ..., ed and corresponding eigen-

values λ1, λ2, λ3, ..., λd.
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v) Arrange the eigenvectors in descending order and choose k of them with the

largest eigenvalues to form a d× k dimensional matrix.

vi) Use this d × k eigenvector matrix to transform the samples onto the new

subspace. This can be summarized by the mathematical equation:

y = wT × x

where x is a d × 1-dimensional vector representing one sample, and y is the

transformed k × 1-dimensional sample in the new subspace.

4.2.3 Independent Component Analysis (ICA)

Independent Component Analysis (ICA) is a statistical technique very useful in

systems involving multivariable data. The computational technique is used to

separate a multivariate signal into additive subcomponents supposing the mutual

statistical independence of the non-Gaussian source signals. Suppose, two signals

denoted by s1 and s2 are produced by two sources and the these are linearly mixed

according to the following manner:

x1 = a11s1 + a12s2

x2 = a21s1 + a22s2

where x1 and x2 are two mixed signals, a11, a12, a21 and a22 are some parameters

that depend on the distance from the sources of origin. Now, it would be worthy

to separate the two original signals s1 and s2 only using the mixed signals. The

ICA technique was originally developed to solve the problem. Recently, the ICA

technique is used in BCI application. The EEG signals are recordings of electrical

potentials in many different locations on the scalp. These potentials are generated

by mixing some underlying components of brain activity. It is important to find

the original components of brain activity, but one can only observe mixtures of

the components. The ICA technique can provide interesting information on brain

activity by giving access to its independent components. ICA can olso be used in

pattern recognition, signal enhancement and data reduction.
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The main purpose of ICA is to find new components that are mutually in-

dependent in complete statistical sense. It is assumed that we observe p linear

mixtures of x1, x2, x3, ..., xp and they can be modeled as linear combinations of n

random variables s1, s2, s3, ..., sn as follows:

xi = ci1s1 + ci2s2 + ...+ cinsn, i = 1, 2, ..., n (4.5)

where each cij(j = 1, 2, 3, ..., n) in equation (4.5) is an unknown real coefficient

and sj is statistically mutually independent and can be denoted as the Independent

Components (ICs). Equation (4.5) can be written in matrix terms as

x = Cs

or, x =
n∑
i=1

cisi (4.6)

where x = (x1, x2, x3, ..., xp)
T , s = (s1, s2, s3, ..., sn)T and C is the p×n mixing

matrix that contains all cij. The equation (4.6) is called independent compo-

nent analysis where only measures variable x is available and the objective is to

determine both the matrix C and the independent components.

4.2.4 Common Spatial Pattern (CSP)

Common Spatial Pattern (CSP) is a feature extraction technique used in signal

processing for separating a multivariate signal into additive sub-components. The

technique used to design spatial filters such that the variance of the filtered data

from one class is maximized while the variance of the filtered data from the other

class is minimized. Thus, the resulting feature vectors increase the discriminability

between the two classes by means of minimize the intra class variance and maxi-

mize the inter class variance [205]. This property builds CSP as one of the most

effective spatial filters for EEG signal processing. The method of CSP was first

introduced to EEG analysis for detection of abnormal EEG [126] and effectively

applied on movement-related EEG for the classification purpose [22, 63]. The

target of the CSP is to project the multichannel EEG data into low dimensional

spatial subspace with a projection matrix using linear transformation [242].
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For details explanation of the CSP algorithm, assume the original EEG data

matrix Ei
k from trial i for class k. The dimension of each Ei

k is D × T , where

D is the number of channels and T is the number of samples per channel. For

the explanation, the EEG data of a single trial (i = 1) is represented as Ekε(h,f)

where h denotes hand and f denotes foot movement. The normalized spatial

covariance of the EEG for hand movement, Ch and for the foot movement, Cf can

be calculated as:

Ch =
EhE

′

h

tr(EhE
′
h)
, Cf =

EfE
′

f

tr(EfE
′
f )

(4.7)

where Eh and Ef represent the original EEG matrices for hand and foot move-

ment respectively, (·)′
is the transpose operator and tr(·) represents the sum of

the diagonal elements of any given matrix. The composite spatial covariance, C

is the sum of the averaged normalized spatial covariance C̄h and C̄f . The C̄h

and C̄f are estimated by averaging over all the trials of each class. The composite

spatial covariance, C is calculated as

C = C̄h + C̄f = ΣλΣ
′

(4.8)

where Σ is the matrix of eigenvectors and λ is the diagonal matrix of eigen-

values. The averaged normalized spatial covariance C̄h and C̄f are transformed

as

Jh = XC̄hX
′
, Jf = XC̄fX

′
(4.9)

where X = Σ
′
√
λ

is the whitening transformation matrix. Jh and Jf share com-

mon eigenvectors and the sum of corresponding eigenvalues for the two matrices

will always be one. If Jh = Y ΛhY
′

and Jf = Y ΛfY
′

then Λh + Λf = I , where I is

the identity matrix. Since the sum of two corresponding eigenvalues is always one,

a high eigenvalue for Jh means that a high variance for EEG in hand movement

and a low variance for the EEG in foot movement (low eigenvalue for Jf ) and vice

versa. The classification operation is done based on this property. The projection

of whitened EEG onto the eigenvectors Y corresponding to the largest Λh and
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Λf will give feature vectors that significantly enhance the discrimination ability.

The goal of the CSP is to find B spatial filters to create a projection matrix W

of dimension D×B (each column is a spatial filter). The projection matrix W is

represented as

W = Y
′
X

The projection matrix W linearly transforms the original EEG into uncorre-

lated components according to:

Z = W TE (4.10)

The original EEG, E can be reconstructed by E = W−1Z where W−1 is the

inverse matrix of W . The columns of W−1 are spatial patterns that describe the

variance of the EEG. The first and last columns contain the most discriminatory

spatial patterns that explain the high variance of one class and the low variance

of the other.

4.2.5 The Composite CSP (CCSP)

The CSP algorithm does not consider the inter-subject information. It only ex-

ploits covariance matrices on a subject-by-subject basis. The Composite CSP

(CCSP) algorithm, a modification of the CSP algorithm is made by Kang et al

[113] in which they consider subject-to-subject transfer and exploit a linear com-

bination of covariance matrices. In the CCSP, covariance matrices, Mc can be

measured as a weighted sum of the covariance matrices of the other subjects,

Mc =
∑
sεB

US
c V

S
c V

−1
t,c where B is a set of subjects, US

c is the spatial covariance

matrix for class c and subject s , V S
c is the number of EEG trials used to calculate

US
c , and the total number of EEG trials for class c is Vt,c .

4.2.6 Spatially Regularized CSP (SRCSP)

The CSP algorithm overlooks the spatial position of EEG electrodes though it is

used to learn spatial filters. The main target of the Spatially Regularized CSP
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(SRCSP) is to consider this spatial information [149]. The aim of this algorithm is

to get spatially smooth filters so that adjacent electrodes can ensure comparable

weights. The spatial smoothness of the filters ϕ can be achieved by using Laplacian

penalty term and the regularization matrix R [149, 251].

R = DN −N,N(p, q) = exp(−‖ωp − ωq‖
2

2d2
) (4.11)

where ωp is the vector containing the 3D coordinates of the pth electrode, DN is

the diagonal matrix and d is the distance between two electrodes. Once the weights

of adjacent electrodes are very close to each other, the penalty term P (ϕ) = ϕTRϕ

will be of small value since ϕT (DN −N)ϕ =
∑
p,q

N(p, q)(ϕp − ϕq)2.

4.2.7 Regularized CSP with Generic Learning (GLRCSP)

The Regularized CSP with Generic Learning (GLRCSP) [151] algorithm uses data

from other subjects and regularizes the estimation of the covariance matrix. The

identity matrix and generic covariance matrix are shrunk by the algorithm. Like

CCSP, in this algorithm the covariance matrix Mc is calculated using the covari-

ance matrices of other subjects.

M = HM

∑
sεB

US
c , HM =

1

(1− β)Gc + β
∑
sεB

GUSc

(4.12)

where Gc is the number of trials used to calculate the covariance matrix c and

β is the regularization term.

4.2.8 CSP with Tikhonov Regularization (TRCSP)

The CSP with Tikhonov Regularization (TRCSP) [149] works grounded on the

regularization of the CSP with quadratic penalties. The Tikhonov Regularization

is made up of penalizing explanation with large weights. When the penalty term

P (ϕ) = ‖ϕ‖2 = ϕTϕ = ϕT Iϕ, the TRCSP is obtained by using regularization

matrix R = I.
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Dominant Feature Selection

5.1 Background on Feature Selection

A feature of EEG dataset is an individual measurable property of the dataset being

observed. The classification performance of the EEG dataset is observed using a

set of features. Recently, the domain of features has extended from ten to hundred

of features in the applications of machine learning. The dimensionality of the data

involved in machine learning and data mining tasks increases day by day. Data

with extremely high dimensionality poses challenges to existing learning task due

to the curse of dimensionality. With the presence of a large number of irrelevant

features, a learning model tends to overfit and becomes less comprehensible. Some

dimensionality reduction techniques have been employed in the machine learning

research area in order to resolve the problem of the curse of dimensionality. Feature

selection is a widely used and effective technique to identify relevant features for

dimensionality reduction [145, 92]. The objectives of the feature selection methods

are to subset the relevant features from the original features which lead to better

classification performance with reduced computational cost. The training set can

be labeled, unlabeled or partially labeled and accordingly the feature selection

methods can be categorized into supervised [224, 244], unsupervised [68, 164] and

semi-supervised feature selection [253, 260].
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5.1.1 Supervised Feature Selection

Supervised feature selection methods can also be categorized into three models

namely filter models, wrapper models and embedded models. The filter model

relies on measures of the general characteristics of the training data such as dis-

tance, consistency, dependency, information, and correlation. Examples of the

filter model algorithms are Relief [209], Fisher score [66] and Information Gain

based methods [191]. The wrapper model requires a predetermined learning al-

gorithm to determine the quality of selected features. A major disadvantage of

the model is that to run with a large number of features of these methods are

expensive. The embedded model was suggested to overcome the shortcomings. In

the model features subsets with a given cardinality are selected with the incorpo-

ration of the statistical criteria like filter model. Moreover, the subset with the

highest classification accuracy is selected in the model [145]. Hence, the model

attains both comparable accuracy to the wrapper and comparable efficiency to the

filter model. Both the model fitting and feature selection operations are performed

simultaneously in the embedded model [38].

5.1.2 Unsupervised Feature Selection

Unsupervised feature selection method selects features considering only cluster

information [67] and it does not account class labels. Supervised feature selection

approach measures the relevance of features by the guidance of class labels and

hence needs enough labeled data, which is expensive in both time and effort.

Unlike supervised technique, unsupervised feature selection method considers the

unlabeled data although it is not easy to find out the relevance of features. Usually

a huge dimensional data set contains only a small labeled sample size.

5.1.3 Semi-Supervised Feature Selection

Supervised feature selection works based on class label and unsupervised feature

selection method do not consider any class label. However, usually in real-word
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applications, a huge dimensional data set contains a small number of labeled

samples and a large number of unlabeled samples. Therefore, in this situation

both the methods are not appropriate feature selection methods. The supervised

methods use only a small number of labeled samples that restricts the method to

provide enough correlated features information while unsupervised methods totally

ignore class labels that limits to provide useful information to separate different

classes. Hence, it is needs to develop a method that feats both the labeled and

unlabeled samples and that is the semi-supervised methods.

5.2 Importance of Feature Selection

The feature selection process selects a subset of original features according to

certain measures. Usually the data set practically exists hundreds, even thousands,

features, but many of them are either redundant or irrelevant. The huge amount

of features enhance the over fitting and computational problem. Dataset always

contains more or wrong information than is needed to build a feature selection

model. The feature selections not only improve the quality of the model but also

make the process of modeling more efficient. In EEG classification problems the

feature selections are important because it

i) empowers the machine learning algorithm to train faster;

ii) simplifies a model complexity and makes it easier to understand;

iii) improves the accuracy of a model if the right subset is chosen; and

iv) moderates over fitting.

5.3 Challenges of Feature Selection

The conventional feature selection methods face some challenges to handle the

big dataset. Most of the methods accomplished their task only considering the

correlation among features. However, they do not consider intrinsic structures

among features. In practical applications, features show different types of struc-

tures such as disjoint groups, spatial or temporal smoothness, overlap groups, trees
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and graphs [141]. The ignorance of the structured features may deteriorate the

performance of classification. Linked data becomes pervasive in many areas such

as social and biological networks. Because they are correlated with each other by

different types of links, the linked data are distinct from traditional attribute-value

data. The feature selection from the linked data may face challenges e.g., relation

exploitation among data instances, evaluation of the relevance features without

class labels.

5.4 Feature Selection Methods

In classification problems, to find the smallest classification error, the feature se-

lection methods select a subset of size m from a given set of Y features. Suppose,

the features set Y with cardinality d and the desired number of features is m in the

selected subset X, X ⊆ Y . Let J(X) be the feature selection criterion function

for the feature subset X and the function can be selected as J = (1− Ae) where

Ae denotes the classification error. Hence, the higher values of J shows a better

feature subset. The most straightforward feature selection method examines all(
d
m

)
possible subsets of size of m and selects the subset with the largest value of

J(·). The non-exhaustive sequential feature selection methods cannot be guaran-

teed to produce the optimal subset [48]. The optimal feature selection method

which avoids the exhaustive search is based on the branch and bound algorithm.

This method avoids an exhaustive search by using intermediate results for obtain-

ing bounds on the final criterion value. The key property of this method is the

monotonicity of the criterion function J(·). This property gives J(X1) < J(X2)

where X1, X2 are two feature subsets and X1 = X2.

Since the feature selection operation is done in off-line, the execution time is not

a big concern for the moderate size of feature sets. However, recently more than

thousands of features are involving in data mining and classification applications.

In this situation, the computational time of a feature selection algorithm is very

important. Some of the feature selection methods which have been proposed in
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[109] are listed below:

i) Exhaustive Search

ii) Branch-and-Bound Search

iii) Best Individual Features

iv) Sequential Forward Selection (SFS)

v) Sequential Backward Selection (SBS)

vi) Plus l-take away r Selection

vii) Sequential Forward Floating Search (SFFS) and

viii) Sequential Backward Floating Search (SBFS)

The Exhaustive Search method evaluate all of the
(
d
m

)
possible subsets and

assured to discover the optimal subset but the method is not practicable for even

moderately large values of m and d. The Branch-and-Bound Search method guar-

anteed to find the optimal subset provided the criterion function satisfies the

monotonicity property. In this method, a portion of all possible feature subsets

need to be computed to find the optimal subset. One of the simple feature se-

lection methods is the Best Individual Features method which evaluates all of

the m features individually and selects best m features. The simple sequential

methods are SFS and SBF which adds and deletes respectively one feature at a

time. In SFS, once a feature is selected, it cannot be rejected. This method is

computationally smart since to select a subset of size 2, it observes only (d − 1)

possible subsets. On the other hand, in SBS, once a feature is deleted, it cannot be

brought back into the optimal subset. The SBS requires more computation than

SFS. The Plus l-take away r Selection, SFFS and SBFS [202] are sophisticated

methods for feature selection. In these methods the selection process repeats as

long as they find progresses compared to previous feature sets of the same size.

Also, these methods perform better than the SFS and SBS for the case of large

feature selection problem. In the Plus l-take away r Selection method, the value

of l and r are determined automatically and updated dynamically.
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5.5 Proposed Feature Selection Method

Common Spatial Pattern (CSP) is an algorithm commonly used in BCI systems

to preprocess the EEG signals [204, 63, 171]. The algorithm finds optimal spatial

filters that are functional in discriminating two classes of EEG signals in MI based

BCI. It maximizes the ratio of average variances that belong to two different

classes. A computed CSP spatial filter projects the multi-dimensional EEG time

domain signal to a one-dimensional time domain signal. The CSP handles two

classes at the same time and simultaneously diagonalizes the covariance matrices

of both classes [70]. Also, it is proved that the algorithm is efficient in BCI

competitions [19, 20]. CSP optimizes the ratio of average variances of two classes,

consequently requires only one average covariance matrix for each class. It creates

difficulty during handling EEG like non-stationary signals as the covariance matrix

of an EEG signal may change over time due to artefact [213]. The fitness function

constraint is another drawback of the CSP. CSP does not allow different types of

fitness function, which may be more useful in different situation [72]. Over fitting

occurs during the optimization of the ratio of average variances of the two classes

due to its outlier sensitivity [207].

The most challenging task of CSP based BCI is to select the spatial filters

for features extraction. In all of the existing works the spatial filters are selected

manually. For example, in [149, 240], 3 pairs of filters are used as recommended in

[22], only single filter pair is used in [225, 257], in [6] experimentation is prepared

by using 4 pairs of filters and in [113] the classification performance with 1, 2, and

3 pairs of filters is compared. However, the manual selection of CSP filters does

not confirm that the approach will be yielded best accuracy. In this research,a

novel approach is proposed that selects the best CSP filter pair and corresponding

most discriminative features and hence to improve classification performance. In

this approach, grid search method is used to select the filter pair and features

searching best linear discriminant analysis scores. A common problem of the CSP

is that the relation between the CSP filter optimization and the classification per-
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Figure 5.1: Proposed GS-CSP based spatial filter pair and features selection.

formance is not direct enough. The selected spatial filters do not certainly map

the signals into spaces where the best classification accuracy is found by the corre-

sponding extracted features [72]. The proposed CSP based Grid Search (GS-CSP)

method searches the best combination of spatial filter pair and features (SFPF)

that provide maximum classification accuracy.In the pre-processing stage, a num-

ber of channels that roughly cover the motor cortex of the brain are selected. The

training and test sets of the raw EEG are separated and individually filtered by

a band pass filter. Figure 5.1 shows the block diagram of the proposed GS-CSP

approach. For the selection of suitable SFPF, the training set EEG signal is used.

The GS-CSP comprises three stages and a detail of each is described below.

Spatial Filtering and Features Extraction: The CSP algorithm is greatly

successful in calculating spatial filters. In this stage, the filtered training set is di-

vided into two subsets: training subset and test subset. To calculate spatial filters,

the CSP algorithm is used on the training subset. The filtering is accomplished by

linearly transforming the EEG measurements by using equation (4.10). Using the

calculated spatial filters, CSP features are then extracted from each of the trial

of both training and test subset of EEG. It is done by projecting the EEG data

into the CSP filters. The CSP features are generated as the log variance of the

projected signals.

Features Ranking: In this stage the extracted training subset features are

ranked on the basis of values of mutual information with training subset EEG
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class. The test subset features are ranked in view of the ranking of training sub-

set features. Mutual information is a measure of the amount of information by

which one random variable tells about another random variable. The Mutual

Information (MI ) between two random variables A and B is [47]

MI(A; B) = H(B)− H(B|A) (5.1)

where A = A1, A2, , Ad is a d-dimensional random variable. The entropy of A is

H(A) = −
∑
a∈A

p(a)log2p(a) (5.2)

The conditional entropy of random variables A and B is

H(B|A) = −
∑
a∈A

∑
b∈B

p(a, b)log2p(b|a) (5.3)

where p(·) are probability mass functions.

In the EEG classification case, the CSP features are continuous variables and

class levels are discrete values. Hence, the MI between the CSP features X and

class XC is calculated as [6]

MuInfo(X; XC) = H(XC)− H(XC |X) (5.4)

where φ ∈ XC = 1, ..., Nφ and the conditional entropy is

H(XC |X) = −
∫
X

Nφ∑
φ=1

p(φ|x)log2p(φ|x)dx (5.5)

where Nφ is the number of classes.

Filter Pair and Features Selection: In the third stage, the GS-CSP based

SFPF selection is implemented with LDA. During LDA training the discrimi-

nant hyperplane coefficients κi are computed for the GS training ranked features

i(i = 1, , 2m) where m is the CSP filter pair. The LDA accuracy score of the GS

testing ranked feature θj(j = 1, ..., 2m) is now measured by the computed coeffi-

cients. For every value of κi and their corresponding GS testing features θj, LDA

accuracy scores are measured as Sm,j = κiΘθj where the symbol Θ represents LDA

test operator. In this approach, a grid of accuracy scores is formed from where
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Figure 5.2: Block diagram of motor imagery based BCI with the proposed approach.

the appropriate SFPF by which the maximum accuracy score yielded are selected.

The SFPF selection method is summarized as:

1. Learning spatial filters by the GS training EEG using CSP algorithm

2. Extracting CSP features by the spatial filters from both training subset and

test subset data. For m pairs of spatial filters 2m numbers of CSP features are

extracted

3. Calculating mutual information of the extracted training subset features with

their corresponding EEG class

4. Ranking the extracted training subset features on the basis of values of the

mutual information. Also the extracted test subset features are ranked according

to the order of training subset features

5. Computing discriminant hyperplane coefficients (bias and slope of the discrim-

inant hyperplane) for the ranked training subset features

6. Measuring the LDA accuracy score Sm,j of ranked test subset feature θj based

on the computed coefficients κi

7. Finally, selecting the best SFPF that produce maximum LDA accuracy score.

To implement motor imagery based BCI, the work flow of this research is pre-

sented with the block diagram as shown in Figure 5.2. The GS-CSP approach is

employed on the training set EEG data to select the best spatial filter pairs and

a number of dominating features. The CSP features of training set are finally

extracted, using the selected filter pairs. Besides, the selected features are used in

the LDA classifier to classify the testing set.
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Classification

6.1 EEG Signal Classification

In the field of biomedical exploration, the classification of EEG signal plays very

significant role. For the diagnosis of brain diseases EEG signal classification is very

important. At the same time, it is essential for the understanding of cognitive pro-

cess. EEG segments can be distinguished by an efficient classification algorithm.

The recorded EEG signals are usually huge volume of data. To handle the data is

a big challenge. The data representation is the main problem for further analysis,

such as classification. Initially, it is essential to extract dominant features from

raw EEG signals. Then the extracted features can be used for classification.

The classification task happens through everyday life, and essentially means

conclusions being prepared based on currently existing data. Some instances of

classification tasks are the automatic processes used for categorization letters on

the basis of machine read postcodes, assigning persons to credit status on the

basis of financial and other personal information, and the earliest diagnosis of a

patient’s disease in order to select immediate treatment while awaiting conclusive

test results [28]. In machine learning and pattern recognition, classification is a

method for assigning a given piece of input data into one of a known number of

categories [65, 28]. Assigning an e-mail to a spam or non-spam division or giving

a diagnosis to a patient based on gender, blood pressure or presence or absence

of definite symptoms, etc. can be an instance of the classification. The piece

of input data and the categories are formally known as an instance and classes
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respectively. The instance is described by a vector of features, which together

constitute a description of all known characteristics of the instance.

The main purpose of the classification is to allocate class labels to the features

extracted from the observations of a set of data in a particular problem. Classifier

is an algorithm that implements classification, specifically in a real execution. Also

a classifier refers to the mathematical meaning, implemented by a classification

algorithm that maps input data to a group. The aim of a classifier is to identify the

class of a feature vector thanks to training sets. The training sets are composed

of feature vectors labeled with their original classes. The recorded brain activity

through EEG leads to the acquisition of a huge amount of data. It is necessary

to work with a smaller number of values which describe some relevant properties

of the signals and that produced the best possible classification performance. The

smaller numbers of values are known as features. Features are generally gathered

into a vector known as a feature vector [148] that transforms one or several signals

into a feature vector. The feature vector contained a set of all features used to

describe a pattern, is a reduced dimensional representation of that pattern. Signal

classification means to examine different characteristic features of a signal, and

based on those characteristic features; decide to which grouping or class the signal

belongs. And the classification outcome can be mapped back into the physical

world to reveal information about the physical process that created the signal.

6.2 Types of Classification

Classification is mainly of two types: supervised and unsupervised. Observations

of a set of data are associated with class labels in supervised classification. On the

other hand, in unsupervised classification, observations are not labeled to a known

class [110]. Brief descriptions of the supervised and unsupervised classifications

are given below.
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6.2.1 Supervised Classification

Supervised classification is widely used in the biomedical research. Almost all of

the classification algorithms deal with a group of data that has some information

about the dataset. In other words, the classifiers are trained by the class label

information given within the dataset. This is the supervised learning, in which

a supervisor instructs the classifier during the construction of the classification

model. Supervised procedure assumes that a set of training data (the training

set) has been provided, consisting of a set of instances that have been properly

labeled by hand with the correct output [65, 28].

There are pairs of examples in the given training dataset in the supervised

classification method. Mathematically the pairs of examples are expressed as

X = {(a1, b1), (a2, b2), , ..., (aN , bN)}. Here, a1, a2, ..., aN are the observations and

b1, b2, ..., bN are the class labels of the observations. If the problem is filtering

spam, then ai is some representation of an email and bi is either spam or non-

spam. The observations can be any vector, whose elements are selected from a

set of features. Usually we have real valued observations and it is easy to assume

aεA. Moreover, any type of representation can be chosen for the class labels. And,

they are usually represented as real numbers that is bεY . The main target of the

supervised classification is to find the transformation between the feature space A

and the class label space B, that is f : A→ B.

If the class information contains a limited number of elements, that is bε{1, 2, ..., L}

then the problem is considered as a classification task. The classes are divided into

two groups, such as the target and non-target classes for the case of a binary classi-

fication problem. For simplicity these classes can be represented as B = {−1,+1}

where the negativity represents the non-target case. The classification algorithms

are subjects to the type of label output, on whether learning is supervised or

unsupervised, and on whether the algorithm is statistical or non statistical in

nature. Moreover, the statistical algorithms can be classified as generative or

discriminative. The examples of the supervised classification algorithms are lin-
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ear discriminant analysis (LDA), support vector machine (SVM), Decision trees,

Naive Bayes classifer, Logistic regression, k-nearest neighbor (kNN) algorithms,

kernel estimation, neural networks (NN), linear regression, Gaussian process re-

gression, Kalman filters etc. The dataset in a supervised classification procedure

is divided into two sets of training and testing. A classifier is constructed using

the training set and the performance of the classifier is evaluated using the testing

set. This evaluation is sometimes repeated for different parameters of the classifier

constructed. After the optimization of the classifier parameters, the classifier is

ready to assign class labels to the features with unknown class labels. The main

target of the learning procedure is to maximize this test accuracy on the testing

set. In this research, the training set is used to train the classifier and the testing

set is used to compute the performance of the classifier.

6.2.2 Unsupervised Classification

The data is grouped into classes based on some measures of inherent ability in the

unsupervised classification method. In the unsupervised method training data has

not been hand-labeled, and attempts to find inherent patterns in the data that can

then be used to determine the correct output value for new data instances [65, 28].

In unsupervised approach, any information about the class labels of the measure-

ments is not available even for a small set of data. Examples of unsupervised

classification algorithms are K-means clustering, Hierarchical clustering, Princi-

pal Component Analysis (PCA), Kernel Principal Component Analysis (Kernel

PCA), Hidden Markov Model (HMM), Independent Component Analysis (ICA),

Categorical mixture model, etc. Recently, the semi-supervised method is intro-

duced in which a combination of labeled and unlabeled data is used. Usually a

small set of labeled data combined with a large amount of unlabeled data is used.

Actually it is a combination of supervised and unsupervised methods.
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6.3 Classification Methods

The widely used classification algorithms in BCI research are divided into five

different groups: linear classifiers, neural networks, nonlinear bayesian classifiers,

nearest neighbor classifiers and combinations of classifiers. Brief description of

some well-known classifiers is given below.

6.3.1 Linear Classifiers

Linear functions to differentiate classes are used in linear classifier. Linear clas-

sifiers are undoubtedly the most popular algorithms for BCI research. Linear

Discriminant Analysis (LDA) and Support Vector Machine (SVM) are the two

main classifiers that have been used for BCI design.

6.3.1.1 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA), also known as Fishers linear discriminant

analysis is a technique used to find a linear combination of features that separates

two or more classes of data. It is typically used as a dimensionality reduction step

before classification [115]. It reduces dimensionality but at the same time preserves

as much of the class discriminatory information as possible. The goal of the LDA

is to use a separating hyperplane that maximally separate the data representing

the different classes. The hyperplane is found by selecting the projection, where

the same classes are projected very close to each other and the distance between

two classes means is as maximum as possible [96].

Let us assume that we have K classes, each containing N observations xi. The

within-class scatter, S̃w for all K classes can be calculated as:

S̃w =
K∑
k=1

fkS
k
w (6.1)

where the within-class covariance matrix Skw and the fraction of data fk are
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calculated according to the following formulas:

Skw =

Nk∑
i=1

(xki − µk)(xki − µk)T (6.2)

fk =
Nk∑K
j=1Nj

(6.3)

where Nk is the number of observations of kth class and µk indicates mean of

the all observations xi for kth class. The between class scatter S̃b for all K classes

is calculated as:

S̃b =
K∑
k=1

fkS
k
b (6.4)

where the between class covariance matrix, Skb can be estimated as

Skb =
K∑
k=1

(µk − µ)(µk − µ)T (6.5)

where µ indicates the mean of the all observations xi for all classes. The main

objective of LDA is to find a projection matrix that maximizes the ratio of the

determinant of S̃b to the determinant of S̃w . The projections that providing the

best class separation are eigenvectors with the highest eigenvalues of matrix M :

M =
S̃b

S̃w
(6.6)

Since the matrix M is asymmetric, the calculation of eigenvectors can be difficult.

This difficulty can be minimized by using generalized eigenvalue problem [126].

Now, the aim of the LDA is to seek (K − 1) projections [y1, y2, y3, ..., yK−1] by

means of (K − 1) projection vectors. The transformed data set y is obtained as a

linear combination of all input features x with weights W .

y = xTW (6.7)

where W = [w1, w2, w3, ..., wH ] is a matrix form with the H eigenvectors of matrix

M associated with the highest eigenvalues. The LDA reduces the original feature

space dimension to H. The LDA performs well when the discriminatory infor-

mation of data depends on the mean of the data. But it does not work for the

variance depended discriminatory informative data.
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6.3.1.2 Support Vector Machine

Support Vector Machine (SVM) was introduced by Boser, Guyon, and Vapnik in

COLT-92[24]. SVMs are a set of related supervised learning methods used for

classification and regression. SVM is a classification and regression prediction

tool that uses machine learning theory to maximize predictive accuracy while

automatically avoiding over-fit to the data. The SVM used a hypothesis space

of linear functions in a high dimensional feature space, trained with a learning

algorithm from optimization theory that implements a learning bias derived from

statistical learning theory. Now the SVM is an active part of the machine learning

research around the world. SVM becomes famous as it gives accuracy comparable

to sophisticated neural networks. It is used for numerous applications particularly

in the field of pattern classification and regression based applications and increased

reputation due to many promising features such as better empirical performance.

SVMs were developed to solve the classification problem, but recently they have

been extended to solve regression problems [235].

In SVM, there are many linear hyper planes that can separate the data. How-

ever, only one of these achieves maximum separation. The selected hyperplane

might end up closer to one set of datasets compared to others and we do not want

this happen and thus we see that the concept of maximum margin classifier or

hyper plane as an apparent solution. The Maximum margin can be calculated

according to following expression (6.8) [33, 50].

margin = arg min
xεD

d(x) = arg min
xεD

|x ·w + b|√∑d
i=1w

2
i

(6.8)

The illustration as shown in Figure 6.1, is the maximum linear classifier with

the maximum range. In this situation it is an example of a simple linear SVM

classifier. The hyper plane with the maximum margin provides better separation

performance. Another reason to search maximum margin is that even if we have

ve made a small error in the location of the boundary this gives us least chance of

causing a misclassification. The other advantage would be avoiding local minima
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Figure 6.1: Linear SVM classifier. [167]

and better classification. The main target of SVM is separating the data with

hyper plane and extends this to non-linear boundaries using kernel trick [50, 163].

To correctly classify all the data using SVM we have the following mathematical

calculations,

i) If Yi = +1;wxi + b ≥ 1

ii) If Yi = −1;wxi + b ≤ 1

iii) For all i; yi(wxi + b) ≥ 1

Where x is a vector point and w is weight vector. To separate the data, i)

should always be greater than zero. Among all possible hyper planes, SVM selects

the one where the distance of hyper plane is as large as possible if the training

data is good and every test vector is located in radius r from training vector,

the chosen hyper plane is located at the farthest possible from the data and the

desired hyper plane which maximizes the margin also bisects the lines between

closest points on convex hull of the two datasets.

Although Neural Networks are easier to use, SVM is a useful technique for data

classification and sometimes unsatisfactory results are obtained. A classification

task usually involves with training and testing data which consist of some data

instances [64]. In the SVM process the training set contains one target values and

several attributes. The goal of SVM is to produce a model which predicts target

value of data instances in the testing set which are given only the attributes [50].
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In supervised learning like SVM, known labels are indicate whether the system

is performing in a right way or not. This information points to a desired response,

validating the accuracy of the system, or be used to help the system learn to act

correctly. Identification is a step in SVM in which the know classes are closely

connected. It is called feature selection or feature extraction. Feature selection

and SVM classification together have a use even when prediction of unknown

samples is not necessary. They can be used to identify key sets which are involved

in whatever processes distinguish the classes [50].

6.3.2 Neural Networks

The mostly used classifiers in BCI research is the linear classifiers and Neural

Networks are one of them [104, 4]. Neural Networks is an assembly of several

artificial neurons which enables to produce nonlinear decision boundaries [16].

MultiLayer Perceptron (MLP) is the most widely used neural network and brief

description of it is as follows.

An MultiLayer Perceptron (MLP) is composed of several layers of neurons: an

input layer, possibly one or several hidden layers, and an output layer [16]. In

MLP neuron’s input is connected with the output of the previous layer’s neurons

whereas the neurons of the output layer determine the class of the input feature

vector. Also, in MLP when composed of enough neurons and layers, they can

approximate any continuous function.

Neural network can classify any number of classes, that is why it is very flexible

classifiers and can adapt to a great variety of problems. Therefore, MLP, which

are commonly used in classification, have been applied to almost all BCI problems

such as binary [186] or multiclass [4], synchronous [192] or asynchronous [42] BCI.

However, the MLP classifiers are sensitive to overtraining, especially with the noisy

and non-stationary data as EEG. Consequently, careful architecture selection and

regularization is required [110]. A MultiLayer perceptron without hidden layers is

known as a perceptron and wonderfully a perceptron is equivalent to LDA used

for BCI applications [46, 243].
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The Gaussian classifier [57, 162] based on the neural network is one of the

classifier used in the field of BCI. The classifier deserves a explicit attention as

it has been specifically created for BCI. Each unit of this classifier is a Gaussian

discriminant function representing a class prototype. It outperforms MLP on

BCI data and can perform efficient rejection of uncertain samples [57]. For this

advantage, this classifier has been applied with success to motor imagery [221]

and mental task classification [57], particularly during asynchronous experiments

[57, 43]. In addition to the Gaussian classifier, the following neural networks have

been useful to BCI applications, in a more marginal way.

Learning Vector Quantization (LVQ) Neural Network [125, 195];

Adaptive Resonance Theory MAP (ARTMAP) Neural Network [36, 187];

Dynamic Neural Networks such as the Finite Impulse Response Neural Network

(FIRNN) [97], Time-Delay Neural Network (TDNN) or Gamma Dynamic Neural

Network (GDNN) [9];

Radial Basis Function (RBF) Neural Network [107];

Bayesian Logistic Regression Neural Network (BLRNN) [193];

Adaptive Logic Network (ALN) [128];

Probability estimating Guarded Neural Classifier (PeGNC) [74].

6.3.3 Nonlinear Bayesian Classifiers

The most commonly used Bayesian classifiers for BCI are Bayes quadratic and

Hidden Markov Model (HMM). Besides, Bayesian Graphical Network (BGN) has

been used for BCI but it is not common and not promising to implement real-

time BCI due to slowness [228, 208]. These types of classifiers yield nonlinear

decision boundaries. Additionally, the classifiers are generative, which enables

them to perform more efficient rejection of uncertain samples than discriminative

classifiers. However, although these classifiers are employed in BCI applications

they are not as widespread as linear classifiers or Neural Networks.
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6.3.3.1 Bayes Quadratic

The aims of Bayesian classifiers are to assign a feature vector the class it belongs

to with the highest probability [65, 80]. The so-called a posteriori probability

calculated by the Bayes rule is that a feature vector belongs to a given class [80].

The class of this feature vector can be measured using the MAP (Maximum A

Posteriori) rule and these probabilities. Bayes quadratic consists in assuming a

different normal distribution of data. This leads to quadratic decision boundaries,

which explains the name of the classifier. Although this types of classifier is not

broadly employed for BCI research, it has been applied with success to motor

imagery [138, 221] and mental task classification [117, 10].

6.3.3.2 Hidden Markov Model

Hidden Markov Models (HMM) are widely used dynamic classifiers particularly

popular in the field of speech recognition [203]. An HMM is a kind of probabilis-

tic automaton that can provide the probability of observing a given sequence of

feature vectors [203]. Each state of the automaton can modelize the probabil-

ity of observing a given feature vector. These probabilities are usually Gaussian

Mixture Models (GMM) for the BCI. For the classification of time series HMM

are perfectly appropriate algorithms [203]. Since EEG components used to drive

BCI have specific time courses, HMM have been applied to the classification of

temporal sequences of BCI features [182, 43, 183] and even to the classification of

raw EEG [222]. Although HMM are not greatly employed in the BCI applications

these studies discovered that they were promising classifiers for BCI systems. The

Input-Output HMM (IOHMM) is another kind of HMM which has been used to

design BCI [42]. IOHMM is not a generative classifier but a discriminative one.

The key benefit of this classifier is that one IOHMM can discriminate several

classes, whereas one HMM per class is needed to achieve the same operation.
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6.3.4 Nearest Neighbor Classifiers

The nearest neighbor classifiers are relatively simple and discriminative nonlinear.

They assign a feature vector to a class according to its nearest neighbor(s). This

neighbor can be a feature vector from the training set as in the case of k Nearest

Neighbors (kNN), or a class prototype as in Mahalanobis distance.

6.3.4.1 k Nearest Neighbor

The main target of the k Nearest Nneighbor (kNN) technique is to assign to

an unseen point the dominant class among its k nearest neighbors within the

training set [65]. These nearest neighbors are typically achieved using a metric

distance for BCI. kNN algorithm can approximate any function which enables

it to produce nonlinear decision boundaries with a sufficiently high value of k

and enough training samples. The algorithms are not very popular in the BCI

community, probably because they are known to be very sensitive to the curse-

of-dimensionality [77], which made them fail in several BCI experiments [18, 169,

215]. In BCI system, the kNN algorithm is very efficient with low-dimensional

feature vectors [23].

6.3.4.2 Mahalanobis Distance

The classifier based on Mahalanobis distance adopt a Gaussian distributionN(µc;Mc)

for each prototype of the class c. At that time, a feature vector x is assigned to

the class that corresponds to the nearest prototype, according to the so-called

Mahalanobis distance dc(x) [43]:

dc(x) =
√

(x− µc)M−1
c (x− µc)T (6.9)

These type of classifiers are very simple but robust, which even showed better

performance for multiclass [215] or asynchronous BCI systems [43]. Although it

performs better, it is still hardly used in the BCI literature.

95



Chapter 7

Experimental Results and

Discussion

7.1 Coherence Based BCI

The performance of the proposed SST based time-frequency coherence as in section

2.6.1.7 is evaluated with both synthetic signals and real EEG data. The results

are compared to the STFT based time-frequency coherence. Hamming window of

length 100 is used in the case of STFT. Spectral coefficients are then smoothed for

the estimation of TF coherence using non-identical smoothing windows. Gaussian

smoothing windows of length w [2 1] and w [10 1] are used for smoothing the cross

and auto spectral densities respectively. A bump mother wavelet is used and the

discretization of the scales of CWT is set to 32 to implement the SST. In the SST,

the length of the Gaussian smoothing windows are w [3 1] and w [50 1], i.e., cross

spectral density is smoothed over a TF area of 3Hz by 1s and the auto spectral

densities over a TF area of 50Hz by 1s.

Synthetic Data: Three non-stationary synthetic signals X, Y and Z are gen-

erated by summing up three sinusoids of frequencies 5Hz, 6Hz and 10Hz with

sampling frequency 100Hz. Each of the synthetic signals is composed of these

three sinusoids with different time alignment as illustrated in Figure 7.1. Finally,

the individual synthetic signals X, Y and Z are contaminated with Gaussian noise

of levels 5dB, 0dB and -5dB respectively. The time-frequency coherences of each

pair of synthetic signals using STFT and SST are shown in Figure 7.2 and Figure
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Figure 7.1: Creation of three-channel non-stationary [X,Y,Z] signal. The first three

rows (S1, S2 and S3) contain three sinusoids of different frequencies. All of the sinusoids

in S1, S2 and S3 comprise 10 Hz, 6 Hz and 5 Hz frequency components respectively.

There are different time alignment of the sinusoids to generate the synthetic signals X,

Y and Z. 5dB, 0dB and -5dB noises are added to sinusoids (a) to (c), (d) to (f) and (g)

to (i) respectively. The fourth row (synthetic signal) is the sum of the three sinusoids;

X=(a)+(b)+(c), Y=(d)+(e)+(f) and Z=(g)+(h)+(i).

7.4 respectively. In Figure 7.2, the coherence between signals Y and Z (5Hz and

6Hz frequency) is overlapped each other, whereas, in Figure 7.4, the coherence

between the same pair of signals is well separated. The phenomenon has clearly

illustrated in Figure 7.3 which represents the marginal frequency coherences of

two methods (STFT and SST). The marginal frequency coherence is defined as,

C̃x,y(f) =
∑T

t=1 |Cx,y(t, f)|2, for f = 1, 2, , F . With STFT, the coherence values

of closer frequencies are overlapped and that with SST sharply represents the co-

herence of individual frequency components. It is perceived that the STFT based

time-frequency coherence displays poor resolution than SST based technique.

Real Data: The real EEG data is collected from the publicly available Brain

Computer Interface (BCI) Competition IV dataset calib ds1a. The data is used

to calculate the performance of the proposed method. It is recorded from healthy

subjects. In the whole session, motor imagery is accomplished without feedback.
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Figure 7.2: STFT based TF coherence between the synthetic signal (a) X and Y, (b)

X and Z, and (c) Y and Z.
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Figure 7.3: Marginal frequency coherences of STFT (black line) and SST (red line)

based coherence between the synthetic signal Y and Z.
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Figure 7.4: SST based TF coherence between the synthetic signal (a) X and Y, (b) X

and Z, and (c) Y and Z.

For each subject, two classes of motor imagery which are selected from left hand,

right hand, and foot movement. The calibration dataset calib ds1a are continuous

signals of left hand and foot movement. The data contains 59 EEG channels, total

200 trials with four second each. The sampling rate of the data is 100 Hz. As

a pre-processing, the data offset has been removed from the EEG signals. Then

the signal is passed through a 4th order Butterworth band pass filter of the range

between 8Hz and 12Hz to obtain alpha frequency band as the band contains com-

plex patterns of intermittent synchronization [160]. Two channels T7 and T8 are

chosen to measure the inter-channel coherence in this experiment. The raw EEG

signal (first row), the filtered alpha component (second row) and the spectrum

of alpha(third row) of channels T7 and T8 of left hand movement are shown in

Figure 7.5. Similarly, the foot movement data of channel T7 and T8 are illustrated
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Figure 7.5: Left hand movement data: first row is the raw EEG signals, second

and third row are the filtered EEG signals and spectrums of the filtered component

respectively.

in Figure 7.6.

The STFT based time-frequency coherences between channel T7 and T8 for

left hand and foot movement motor imagery are shown in Figure 7.7(a) and Figure

7.7(b) respectively. The time-frequency coherences based on SST between channel

T7 and T8 of left hand and foot movement are represented in Figure 7.7(c) and

Figure 7.7(d) respectively. Unlike STFT, the SST based TF coherence illustrates

sharp localization of very narrow band frequency components as shown in Figure

7.7.

BCI Interpretation: The time-frequency coherence between channels of left

and right hemisphere of human brain is studied in this experiment. Motor im-

agery classification between left hand and foot movement is also observed. Motor

imagery is useful to control sensorimotor rhythms [158] and the rhythms are more

activated in central part of brain [93]. Hence, out of the 59 EEG channels, three

channels from left hemisphere (“T7”, “FC5” and “CP5”) and three channels from

right hemisphere (“T8”, “FC6” and “CP6”) are selected for coherence analysis.

The spatial distribution of the channels on the scalp in 10/20 EEG system is
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Figure 7.6: Foot movement data: first row is the raw EEG signals, second and third

row are the filtered EEG signals and spectrums of the filtered component respectively.
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Figure 7.7: TF coherence between channels T7 and T8 based on (a) STFT and (b)

SST of left hand movement data, (c) STFT and (d) SST of foot movement data.
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Figure 7.8: Marginal frequency coherences of STFT and SST based coherence between

channels T7and T8 (a) left hand movement (b) foot movement.
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Figure 7.9: The electrodes map of 10/20 EEG system standardized by the American

EEG society. The circled electrodes T7, FC5 and CP5 from left hemisphere and T8,

FC6 and CP6 from right hemisphere are selected for the dataset used in this experiment.
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illustrated in Figure 7.9. The channel pairs FC5FC6, FC5T8, FC5CP6, T7FC6,

T7T8, T7CP6, CP5FC6, CP5T8 and CP5CP6 are used to measure time-frequency

coherence. Both STFT and SST based time-frequency coherences are measured

for all the selected channel pairs. The time-frequency coherences are weighted

according to equation (7.1).

|Cx,y(t, f)|2weighted = |Cx,y(t, f)|2 • C̃x,y(f) (7.1)

where the symbol • represents binary singleton multiplication operator and the

marginal frequency coherence, is used as weight vector. Marginal time coherence

is calculated from the weighted time-frequency coherence. The marginal time

coherence is defined as

C̃x,y(t) = argf max(|Cx,y(t, f)|2weighted); t = 1, 2, 3, ..., T. (7.2)

In this experiment, marginal time coherence is calculated by averaging the

marginal time coherence over 100 trials. Figure 7.10 shows the normalized values

over time for different channel pairs of left hand and foot movement data. The

solid lines represent left hand and the dashes lines represent the coherence for foot

movement data. The left panel of Figure 7.10 shows SST based whereas the right

panel shows STFT based marginal time coherences. The SST based marginal time

coherence can discriminate the left hand and foot movement motor imagery data.

To explore the performance of SST in time-frequency representation, the ex-

periments are performed using EEG signals. The TFR by using STFT and SST of

motor imagery of left hand and foot movement data are shown in Figure 7.7. The

energy corresponding to the marginal frequency coherence is illustrated in Figure

7.8 for both left hand and foot movement data.

The marginal frequency coherence based on STFT represents poor localization

of frequency components, whereas, SST based method illustrates sharp localiza-

tion of each component within very narrow band of frequencies. In Figure 7.8,

the frequencies of 9Hz and 11Hz are well separated with SST based marginal fre-

quency coherence but it is unable to separate those frequencies in STFT based
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Figure 7.10: Marginal time coherence between different channel pairs of left hand and

foot movement data for SST based (left panel) and STFT based (right panel) methods.
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approach. Hence, the SST based time-frequency coherence is superior to that of

using STFT. The underlying reason is that, the energy in STFT spreads over a

wide range of frequency due to the use of window function with overlapping which

introduces cross-spectral energy. The SST based marginal time coherence followed

by marginal frequency coherence can be used in BCI. In the left panel of Figure

7.10, the coherence value is maximum in time interval 1-2s for left hand move-

ment data, whereas, the maximum coherence value is found in time interval 2-3s

for foot movement data with all channel pairs. Hence, the explicit discrimination

between left hand and foot movement data is found in the SST based marginal

time coherence. On the other hand, no such type of discrimination is found in

the STFT based marginal time coherence (in the right panel). The key reason is

that the SST has a flexible time-frequency window whereas the STFT has a fixed

time-frequency window, making it inaccurate to analyse signals having wide band-

widths that change rapidly with time. In addition, the STFT requires stationarity

of the signal during a finite time interval but EEG signal shows non-stationary

properties.

7.2 Spatial Filters and Features Selection

This paper presents a novel method for the selection of spatial filters and features

in electroencephalography (EEG) based motor imagery classification. The ana-

lyzing of EEG data is divided into training and test sets. The training set is used

to select appropriate spatial filters with dominant features. To accomplish such

features, the EEG of training set is segmented again into two subsets termed as

training subset and test subset. The features of both subsets are extracted using

common spatial pattern (CSP). Then features of training subset are ranked using

mutual information based approach. Besides, the features of test subset are also

ranked according to the order of the training subset features. The initial classi-

fication performance using training and test subsets are obtained by using linear

discriminant analysis (LDA). Then a grid search method is employed to select the
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effective number of spatial filter pairs as well as the discriminative features. Thus

obtained spatial filter and features are used in actual classification accuracy of the

test set of EEG. The experimental results show that the proposed approach yields

comparatively superior classification performance compared to prevailing methods.

The performance of the proposed method is evaluated by conducting classification

experiments on MI movement data. We applied the proposed method on two

undermentioned datasets, where the datasets are widely used publicly available

dataset of Dataset IIIa and IVa from BCI competition III [204].

Dataset IIIa, BCI Competition III (BCIC III-IIIa): The EEG data was

recorded with a 64-channel EEG amplifier from Neuroscan, using the left mastoid

for reference and the right mastoid as ground. The EEG was sampled with 250Hz,

it was filtered between 1 and 50Hz with Notchfilter on. The subject sat in a relax-

ing chair with armrests. The task was to perform imagery left hand, right hand,

foot or tongue movements according to a cue. The order of cues was random. The

experiment consists of several runs (at least 6) with 40 trials each; after the trial

begin, the first 2s were quite, at t=2s an acoustic stimulus indicated the begin-

ning of the trial, and a cross + is displayed; then from t=3s an arrow to the left,

right, up or down was displayed for 1s; at the same time the subject was asked to

imagine a left hand, right hand, tongue or foot movement, respectively, until the

cross disappeared at t=7s. Each of the 4 cues was displayed 10 times within each

run in a randomized order. In this experiment, only EEG signals corresponding

to left and right hand MI is used. EEG signals are recorded using 60 electrodes

with a sample rate of 250 Hz. A training set and a test set is available for each

subject. Both sets contain 45 trials per class for subject k3b, and 30 trials per

class for subject k6b and l1b.

Dataset IVa, BCI Competition III (BCIC III-IVa): The dataset contains

data from four initial sessions without feedback and recorded from five healthy

subjects (labelled aa, al, av, aw, ay). Visual cues indicated for 3.5s which of the

following three motor imageries the subject performed: left hand (L), right hand

(R), right foot (F). In this experiment, only EEG signals corresponding to right
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(a) (b)

Figure 7.11: Selected electrodes (circled) for (a) BCI competition III dataset IVa and

(b) BCI competition III dataset IIIa.

hand and right foot MI are used. The presentation of target cues were intermitted

by periods of random length, 1.75 to 2.25s, in which the subject could relax. There

were two types of visual stimulation: (1) where targets were indicated by letters

appearing behind a fixation cross (which might nevertheless induce little target-

correlated eye movements), and (2) where a randomly moving object indicated

targets (inducing target-uncorrelated eye movements). A total of 118 electrodes

are used for recording EEGs with a sample rate of 100 Hz. A training set and

test set with different size for each subject is available. The data for each subject

comprises 280 trials, among which 168, 224, 84, 56, and 28 composed the train-

ing set for subject aa, al, av, aw, and ay respectively, the remaining of the trials

composing their test set.

Preprocessing: In this experiment, a class is assigned to each trial, i.e., the

discrete classification of each class is considered. The time of 0-0.5s and 3.5-4.0s

are imagination preparation stage and post imagination stage respectively. During

this imagination, features do not contain significant information [223]. For each

dataset and trial, the data from time segment located from 0.5s to 2.5s after the

visual cue instructing the subject to perform MI is considered. The brain rhythmic

107



Chapter 7 – Experimental Results and Discussion

(a) (b)

(c) (d)

(e)

Figure 7.12: GS-CSP based LDA accuracy scores for all the five subjects of dataset

BCIC III-IVa.
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components alpha contains frequency band 8-12Hz and beta contains frequency

band 12-30Hz. A fourth-order Butterworth band pass IIR filter with zero phases

is used to filter the alpha and beta rhythmic components (8-30Hz) from each trial.

Channel Selection: The motor imagery response of brain is more active

in the motor cortex [175]. In this experiment, out of the 118 EEG channels

of BCIC III-IVa and 60 EEG channels of BCIC III-IIIa, from both datasets 18

electrodes around the sensory motor cortex are manually selected for classification

as mentioned in [241]. Selected electrodes for the two datasets are shown in Figure

7.11.

Spatial Filter Pair and Features Selection: We employed the proposed

state-of-the-art GS-CSP to select the most significant spatial filter pair and dis-

criminative features in different subjects of aforementioned datasets. The training

subset comprises 80 percent trials of the EEG training set and the test subset

includes remaining trials. To extract features from both training subset and test

subset data, the CSP algorithm with CSP filter pairs m ( as it varies from 1 to 4

in most of the existing work) is used in this experiment. For every combination

of spatial filter pair and number of features (FP, Fs), a grid of accuracy scores is

produced. For different subject of BCIC III-IVa and BCIC III-IIIa, the GS-CSP

based LDA accuracy scores are shown in Figure 7.12 and in Figure 7.13 respec-

tively. These figures represent the calculated LDA accuracy scores for every value

of spatial filter pair with their corresponding discriminant hyperplane coefficients

and ranked test subset features. Based on the maximum score we select the best

combination which is subsequently used in classification. In this experiment, the

combinations (3, 4), (4, 5), (3, 2), (4, 5) and (2, 4) are selected for the subject

aa, al, av, aw and ay respectively as shown in Figure 7.12. In Figure 7.13, for the

subject k3b, k6b and l1b the selected combinations are (4, 8), (3, 5) and (3, 4) re-

spectively in the occasion of left hand versus right hand binary classification. The

combination with the smallest number of filter pair is selected if more than one

combination produces maximum score since the combination required less train-

ing time. In this experiment, the appropriate combinations that are selected for
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Table 7.1: Selected combination of spatial filter pair and number of features (FP, Fs)

for various motor imagery task and subject of BCI competition III dataset IIIa.

Motor Imagery Tasks Subjects

k3b k6b l1b

Left hand-Right hand (4,8) (3,5) (3,4)

Left hand-Foot (3,6) (2,4) (1,2)

Left hand-Tongue (4,7) (4,8) (3,4)

Right hand-Foot (1,2) (3,4) (4,6)

Right hand-Tongue (4,5) (4,8) (2,3)

Foot-Tongue (3,6) (2,4) (3,4)

various motor imagery tasks and subjects are tabulated in Table 7.1. The selected

spatial filter pair and features are then used for the classification of test set EEG

of respective subjects.

In this research, feature extraction and classification performance of the pro-

posed method are compared to CSP and some modified version of the CSP. Regu-

larized CSP (RCSP) is one of the modified version of the CSP, aiming at computing

optimal spatial pattern by familiarizing a regularization term to the CSP formula

[213, 149]. The RCSP method attempts to use a priori knowledge in the spa-

tial filter optimization by imposing variant constraints in the CSP’s formulation

[72]. Some examples of RCSP method are (i) Composite CSP (CCSP) algo-

rithm: it works on the basis of useful information transfer from subject to subject

by regularizing the covariance matrices and using other subjects data [113], (ii)

Regularized CSP with Generic Learning (GLRCSP) approach: the aim

of this approach is to regularize the covariance matrix estimation, using data from

other subjects [151]. It uses regularization parameters to shrink the covariance

matrix towards both the identity and a generic covariance matrix, (iii) Spatially

Regularized CSP (SRCSP): the main target of this approach is to obtain spa-

tially smooth filters for which neighboring electrodes have similar weights [149].

Here, the a priori knowledge that neighboring neurons tend to have as a similar

function is used, (iv) CSP with Tikhonov Regularization (TRCSP): the
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(a) (b)

(c)

Figure 7.13: GS-CSP based LDA accuracy scores for all the three subjects of dataset

BCIC III-IIIa.

TRCSP algorithm [149] functions based on the regularization of the CSP. The

regularization involves penalizing results with large weights. Since the CSP for-

mulation considers the variances of two classes, CSP is very sensitive to outlier

that sometimes limits the effectiveness of the approach.

Figure 7.14 shows an example about separation of classes by using CSP, CCSP,

SRCSP, GLRCSP, TRCSP and GS-CSP. To scatter plot the features, spatial filter

pair 3 (m=3) and the highest and the lowest ranked features are used. In the

case of GS-CSP the selected (3, 2) combination, FP=3 and Fs=2 is considered.

As shown in Figure 7.14, with the proposed approach the extracted features are

properly organized compared to other methods.

Classification: For each subject, the classification performance is evaluated,

using the selected spatial filter pair and a number of ranked CSP features. The
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Figure 7.14: Features extracted with different types of spatial filtering method using

spatial filter pair m=3 and the GS-CSP using FP=3, Fs=2 from the training set of

subject av of dataset BCIC III-IVa: (a) CSP, (b) CCSP, (c) SRCSP, (d) GLRCSP, (e)

TRCSP and (f) GS-CSP. The class borders are indicated by dashed lines.
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Table 7.2: Classification accuracies (mean and standard deviation (SD) in %) of the

BCI competition III dataset IVa (Right hand vs Right foot) using the proposed GS-

CSP and reported CSP variants. The best result for each subject is displayed in bold

characters.

Methods Spatial filter pairs

BCIC III-IVa

Subjects
Mean±SD

aa al av aw ay

CSP

1 81.89 93.68 70.75 84.71 66.71 79.55±10.88

2 82.75 94.29 69.89 87.18 93.46 85.51±9.93

3 85.50 96.18 70.04 87.75 90.46 85.99±9.77

4 85.95 95.86 70.07 87.43 90.50 85.96±9.66

CCSP 3 81.29 95.71 72.39 87.75 89.17 85.26±8.88

SRCSP 3 87.25 94.32 66.71 87.32 89.60 85.04±10.64

GLRCSP 3 80.43 95.46 69.92 72.82 87.85 81.29±10.55

TRCSP 3 87.00 95.25 65.53 87.75 92.78 85.66±11.77

GS-CSP 1,2,3,4 87.96 97.78 72.54 87.95 93.46 87.94±9.55

selected spatial filter pair is used during features extraction. Subsequently, only

the selected number of mutual information based ranked features are considered

to test classification accuracy. The binary classification (right-hand versus right-

foot) performances of datasets BCIC III-IVa is presented in Table 7.2. The per-

formance of dataset BCIC III-IIIa is presented in Table 7.3 and Table 7.4. Table

7.3 demonstrates the result of left-hand versus right-hand, left-hand versus foot

and left-hand versus tongue motor imagery binary classification and the binary

classification of right-hand versus foot, right-hand versus tongue, and foot versus

tongue are demonstrated in Table 7.4. Compared to the other methods, the max-

imum mean accuracy of 87.94% is obtained for the classification between right

hand versus right foot MI task by the proposed method as shown in Table 7.2.

Moreover, the proposed method yields the maximum mean accuracies of 91.85%,

92.93%, 95.71%, 94.01%, 95.07% and 89.89% for the binary classification of left

hand versus right hand, left hand versus foot, left hand versus tongue, right hand

versus foot, right hand versus tongue and toot versus tongue MI tasks respectively.
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Table 7.3: Classification accuracies (mean and standard deviation (SD) in %) of the

BCI competition III dataset IIIa (Left hand vs Right hand, Left hand vs Foot and Left

hand vs Tongue) using the proposed GS-CSP and reported CSP variants. The best

result for each subject is displayed in bold characters.

Methods Spatial filter pairs

BCIC III-IVa (Left hand-Right hand)

Subjects
Mean±SD

k3b k6b l1b

CSP

1 93.58 73.88 79.21 82.22±10.19

2 92.97 76.21 94.29 87.82±10.08

3 93.67 76.24 97.02 88.98±11.16

4 95.30 80.66 96.03 90.66±8.67

CCSP 3 94.80 80.24 92.97 89.34±7.93

SRCSP 3 94.11 78.92 97.34 90.12±9.84

GLRCSP 3 94.56 65.16 94.13 84.62±16.85

TRCSP 3 93.86 80.34 95.41 89.87±8.29

GS-CSP 1,2,3,4 95.30 81.69 98.55 91.85±8.94

Methods Spatial filter pairs

BCIC III-IVa (Left hand-Foot)

Subjects
Mean±SD

k3b k6b l1b

CSP

1 94.38 80.39 97.37 90.71±9.06

2 95.84 84.78 94.88 91.83±6.13

3 96.65 80.16 94.72 90.51±9.02

4 94.36 80.96 94.42 89.91±7.75

CCSP 3 96.65 78.65 94.72 90.01±9.88

SRCSP 3 96.65 82.42 93.09 90.72±7.41

GLRCSP 3 94.65 76.98 95.83 89.15±10.56

TRCSP 3 96.65 82.43 92.90 90.66±7.37

GS-CSP 1,2,3,4 96.65 84.78 97.37 92.93±7.07

Methods Spatial filter pairs

BCIC III-IVa (Left hand-Tongue)

Subjects
Mean±SD

k3b k6b l1b

CSP

1 97.79 87.17 95.13 93.36±5.53

2 98.17 87.43 95.51 93.70±5.59

3 96.46 88.50 95.25 93.40±4.28

4 96.83 90.35 94.64 93.94±3.29

CCSP 3 96.12 82.43 95.25 91.26±7.66

SRCSP 3 98.46 88.53 95.25 94.08±5.07

GLRCSP 3 98.02 88.37 95.25 93.88±4.97

TRCSP 3 98.46 89.22 95.25 94.31±4.69

GS-CSP 1,2,3,4 98.90 90.35 97.88 95.71±4.66
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Table 7.4: Classification accuracies (mean and standard deviation (SD) in %) of the

BCI competition III dataset IIIa (Right hand vs Foot, Right hand vs Tongue and Foot

vs Tongue) using the proposed GS-CSP and reported CSP variants. The best result for

each subject is displayed in bold characters.

Methods Spatial filter pairs

BCIC III-IVa (Right hand-Foot)

Subjects
Mean±SD

k3b k6b l1b

CSP

1 96.01 75.89 93.91 88.60±11.06

2 95.01 80.29 94.06 89.78±8.24

3 94.01 87.86 93.78 91.88±3.48

4 94.01 87.29 96.59 92.63±4.80

CCSP 3 94.01 87.86 93.72 91.86±3.47

SRCSP 3 94.01 78.38 94.10 88.83±9.05

GLRCSP 3 96.62 75.10 95.88 89.20±12.22

TRCSP 3 93.12 87.86 94.10 91.69±3.36

GS-CSP 1,2,3,4 96.01 89.34 96.67 94.01±4.05

Methods Spatial filter pairs

BCIC III-IVa (Right hand-Tongue)

Subjects
Mean±SD

k3b k6b l1b

CSP

1 96.31 83.43 94.53 91.42±6.98

2 96.20 86.62 94.97 92.60±5.21

3 96.20 85.31 94.81 92.10±5.93

4 96.73 89.39 94.70 93.60±3.79

CCSP 3 98.20 89.30 91.72 93.07±4.60

SRCSP 3 97.20 88.66 94.06 93.31±4.32

GLRCSP 3 96.20 84.04 91.88 90.71±6.16

TRCSP 3 96.20 89.20 93.99 93.13±3.58

GS-CSP 1,2,3,4 98.90 89.39 96.93 95.07±5.01

Methods Spatial filter pairs

BCIC III-IVa (Foot-Tongue)

Subjects
Mean±SD

k3b k6b l1b

CSP

1 86.16 90.31 73.57 83.35± 8.72

2 86.55 96.94 75.17 86.22±10.89

3 93.79 94.32 75.79 87.63±10.29

4 91.47 94.23 73.25 86.32±11.40

CCSP 3 89.79 93.32 73.82 85.64±10.39

SRCSP 3 90.64 96.32 74.18 87.05±11.50

GLRCSP 3 89.79 93.32 75.77 86.29±9.28

TRCSP 3 90.75 96.32 75.41 87.49±10.83

GS-CSP 1,2,3,4 93.79 96.94 78.94 89.89±9.61
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Although there are some variabilities in classification performance over subjects,

the Tables show that the proposed method clearly outperforms the other reported

methods. Furthermore, on the basis of execution time, the proposed method out-

performs the reported methods as it gives less execution time. To estimate the

performance a validation technique is used in this experiment. In all our exper-

iments 10-fold cross validation is used. In this cross validation technique, the

dataset is randomly divided into 10 equal subsets where one of the subsets is

used for the test while rests 9 are used to the training. The cross-validation is

repeated 10 times, and then the results of 10 times are averaged to yield a single

classification rate. The execution time is estimated by summing up the expended

time during spatial filtering (training) and classification (testing). To calculate

the execution time the 10-fold cross validation with the technical software MAT-

LAB R2014b is used. During the performance estimation the system environment

was Intel(R) Core(TM) i5-4310U @ 2.00GHz processor, 4.00 GB RAM and 64-bit

Windows 7 Ultimate operating system. Figure 7.15 shows the average execution

time for various motor imagery tasks of the reported methods including the pro-

posed one. It is found that the average execution time of the proposed method

is less than one second. Due to more training time of other methods, they need

more execution time compared to the proposed method.

7.3 Auditory Stimuli Based BCI

In this research a new data containing imagined and vocalized phonemic and

single-word prompts is analyzed. The EEG data is preprocessed and binary clas-

sification of phonological categories are performed with the proposed GS-CSP.

These data may be used to develop the brain computer interface.

The KARA ONE Database: Phonological categories in imagined and

articulated speech: To collect the data four female and eight male participants

(mean age = 27.4, σ = 5, range = 14) were employed from the University of
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Motor imagery tasks
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Figure 7.15: Average execution time of different subject for various motor imagery

tasks; RH-RF: Right Hand versus Right Foot, LH-RH: Left Hand versus Right Hand,

LH-F: Left Hand versus Foot, LH-T: Left Hand versus Tongue, RH-F: Right Hand versus

Foot, RH-T: Right Hand versus Tongue, and F-T: Foot versus Tongue.

Toronto campus. All the twelve participants were right-handed, had at least some

post-secondary education, had no visual, hearing, or motor impairments, and had

no history of neurological conditions or drug abuse. Additionally, ten of them

identified North American English as their first language and the remaining two

spoke North American English at a fluent level, having learned the language at a

mean age of 6.

The data collection was carried out an office environment at the Toronto Re-

habilitation Institute. Subject was seated in a chair before a computer monitor.

To record the participants speech a Microsoft Kinect (v.1.8) camera was placed

next to the screen. A research assistant placed an appropriately-sized EEG cap

on the participants head and injected a small amount of gel to improve electrical

conductance. A 64-channel Neuroscan Quick-cap was used, where the electrode

placement follows the 10-20 system. Four electrodes were placed above and below

the left eye and to the lateral side of each eye to control for artifacts arising from

eyemovement. The EEG data were recorded using the SynAmps RT amplifier and
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sampled at 1 kHz. Impedance levels were usually maintained below 10 k. The

subject was instructed to look at the computer monitor and to move as little as

possible. Over the course of 30 to 40 minutes, individual prompts appeared on

the screen one-at-a-time. Seven phonemic/syllabic prompts (/iy/, /uw/, /piy/,

/tiy/, /diy/, /m/, /n/ and four words derived from Kents list of phonetically-

similar pairs (i.e., /pat/, /pot/, /knew/, and /gnaw/) were used [118].

Each trial consisted of 4 successive states:

1. The subject was instructed to relax and clear their mind of any thoughts during

a 5-second rest state.

2. During the stimulus state the prompt text would appear on the screen and its

associated auditory utterance was played over the computer speakers. This was

followed by a 2-second period in which the subject moved their articulators into

position to begin pronouncing the prompt.

3. A 5-second imagined speech state, in which the subject imagined speaking the

prompt without moving.

4. A speaking state, in which the subject spoke the prompt aloud. The Kinect

sensor recorded both the audio and facial features during this stage.

When the subject has finished speaking, one of the investigators would proceed

to the next trial. Each prompt was presented 12 times for a total of 132 trials. The

phonemic/syllabic prompts were first presented followed by the 4 Kent words, and

the trials were randomly permuted within each of those two sections.The subject

was given the chance to rest after every 40 trials. Data from 4 of the 12 participants

were discarded due to unattached ground wires and two participants falling asleep

during recording. Also ethical approval was obtained from both the University of

Toronto and the University Health Network, of which Toronto Rehab is a member.

Preprocessing: The recorded EEG was pre-processed with EEGLAB [58],

with the removal of ocular artifacts using blind source separation [86]. The data

were band-pass filtered between 1 Hz and 50 Hz, and the mean values were sub-

tracted from each channel. Moreover a small Laplacian filter was applied to the

data, using the neighbourhood of adjacent channels. The EEG data were seg-
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Figure 7.16: The electrodes map of 10/20 EEG system standardized by the American

EEG society. The circled electrodes T7, FT8, CP3, C5, FC6, P3, CP5, C3, C4, CP1

are selected for the dataset used in this research.

mented into different trials, and each trial was further segmented into the 4 states

described above.

Channel Selection: It is investigated that the channels of central and tem-

poral locations T7, FT8, CP3, C5, FC6, P3, CP5, C3, C4, CP1, generally around

the auditory cortex of brain are more dominated during the planning of speech ar-

ticulation [259]. All of the 62 EEG channels over all imagined speech segments in

the dataset are shown in Figure 7.16. In this research, the data of the 10 selected

channels are used.

Classification: In this experiment, the classification performance is evalu-

ated using the proposed GS-CSP based approach. Here, 10 of 62 channels and

5 of 12 subjects (MM05, MM08, MM09, MM16 and MM19) are used. We have

used 6 phonemic/syllabic prompts /iy/, /uw/, /piy/, /tiy/, /m/ and /n/ in this

experiment. The binary classification operation between vowel-only versus con-

sonant(C/V) is performed. At first, binary classifications between single vowel

/iy/ and single consonant /piy/, between single vowel /iy/ and single consonant
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Table 7.5: Classification performance on the KARA ONE database (phonological cat-

egories in imagined and articulated speech). Classification accuracies (in %) obtained

for each subject for the proposed GS-CSP method.

Prompts

/iy/ /iy/ /uw/ /uw/ /iy//uw/ /iy//uw/

Subject vs. vs. vs. vs. vs. vs.

/piy/ /m/ /tiy/ /n/ /piy//n/ /tiy//m/

MM05 50 100 100 100 66.67 75.00

MM08 100 75 80 100 88.89 83.33

MM09 75 100 75 75 75.86 66.67

MM16 100 75 100 100 77.78 77.78

MM19 100 80 75 80 66.67 88.89

Mean 85 86 86 91 75.17 78.33

Table 7.6: Classification performance on the KARA ONE database (phonological cat-

egories in imagined and articulated speech). Mean accuracies (in %) of the five subjects

MM05, MM08, MM09, MM16 and MM19 for the different methods

Prompts

/iy/ /iy/ /uw/ /uw/ /iy//uw/ /iy//uw/

Methods vs. vs. vs. vs. vs. vs.

/piy/ /m/ /tiy/ /n/ /piy//n/ /tiy//m/

CSP 83.25 82.58 80.54 90.32 74.98 77.33

CCSP 81.45 80.34 79.33 83.88 73.24 72.69

SRCSP 82.30 78.50 78.50 82.70 74.50 73.77

GLRCSP 79.40 76.70 78.50 83.70 73.24 73.77

TRCSP 83.50 84.00 81.90 90.32 73.58 77.33

GS-CSP 85 86 86 91 75.17 78.33

120



Chapter 7 – Experimental Results and Discussion

/m/, between single vowel /uw/ and single consonant /tiy/ and between single

vowel /uw/ and single consonant /n/ are performed. Moreover, the classification

performances between two vowel /iy//uw/ and two consonant /piy//n/ and fi-

nally between two vowel /iy//uw/ and two consonant /tiy//m/ are verified. The

classification performance for the dataset is shown in Table 7.5. In this study,

the minimum mean accuracy of 85% is obtained between single vowel /iy/ and

single constant /piy/ whereas the maximum mean accuracy of 91% is obtained

between single vowel /uw/ and single consonant /n/. Besides, the maximum mean

accuracy of 78.33% is obtained between two vowel /iy//uw/ and two consonant

/tiy//m/.

In the proposed method, the selected combinations of spatial filter pair and

number of features (FP, Fs) are (4, 2), (3, 4), (2, 3), (4, 2) and (3, 6) for the

subject MM05, MM08, MM09, MM16 and MM19 respectively. The filter pair

m = 3 is considered for the other methods. The mean accuracies (in %) for the

GS-CSP method are compared to the reported methods in Table 7.6. Table 7.6

shows that the mean accuracies for the C/V are obtained from 85% to 91% for the

proposed method whereas the accuracies are yielded between 80% and 84% for the

other methods. Therefore, the proposed method can be promising to implement

in audio stimui based BCI.
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Conclusions and Future Works

8.1 Contributions

To analyze the time-frequency (TF) coherence between a pair of signals, a novel

method is presented in this research. The densities of the cross and auto spectrum

are measured for the specified signals in time frequency domain. Then the spectral

densities are smoothed using non-identical smoothing operators. The TF coher-

ence is estimated with the smooth spectral densities for synthetic signals with

STFT and SST based time-frequency representation. The proposed SST based

coherence estimation method is applied to real EEG signals of different motor im-

agery. The performance of the both techniques are compared and observed that

SST based method is more efficient than STFT for localization of frequency compo-

nents with higher resolution in coherence domain. Then marginal time coherences

are calculated from both SST and STFT based coherences. It is noticeably found

that the SST based marginal time coherences exhibits very clear discrimination

between left hand and foot movement data whereas the STFT based marginal

time coherences are unable to do this.

A novel method to classify EEG of imagined movement is presented in this

research. The EEG is filtered into the most dominant frequency bands alpha and

beta (8-30Hz). The training and test sets of the EEG are separated and GS-

CSP is applied to only the training set in order to select spatial filter pair and

discriminative number of CSP features. In doing so, the training set is further

divided into two sets; training subset and test subset. The discriminative CSP
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features are then extracted from both parts. Mutual information concerning the

training subset CSP features and their corresponding given class are computed.

Later on features are put in order based on the mutual information. Subsequently,

the CSP features of the test subset are ranked in accordance with the order of the

ranked training subset CSP features. The discriminant hyperplane coefficients are

computed for all of the ranked training CSP features. These coefficients are used

to calculate the LDA accuracy scores for the respective testing CSP features. The

number of spatial filter pair doubles the CSP features and influences classification

accuracy. In most of the existing BCI study a certain pair of spatial filter is

selected manually, however, that does not assure the best accuracy result. Spatial

filter pair selection differs from study to study mostly from 1 to 4. The highest

result can be achieved by appropriate selection of spatial filter pair and number

of CSP features. In this study, all of the spatial filter pairs form 1 to 4 and

their corresponding CSP features are considered. The LDA accuracy scores are

calculated for all of the combinations of spatial filter pairs and CSP features, (FP,

Fs) where FP= 1,...,4 and Fs= 1,...,2m. Based on the grid search the top accuracy

score is obtained and hence corresponding combination is selected for classification.

The accuracy scores are subject to the combination e.g., the combination of (3,

4), (4, 5), (3, 2), (4, 5) and (2, 4) that yields top scores for the subject aa, al,

av, aw and ay respectively as shown in Figure 7.12. In the case of left hand

versus right hand motor imagery task, the best score for the subject k3b, and l1b

are produced for the combination of (4, 8) and (3, 4) respectively as shown in

Figure 7.13. Two combinations e.g., (3, 5) and (3, 6) generate the highest score

for the subject k6b but only (3, 5) is selected for classification because of less

features. The combination with less filter pair should be selected if more than

one combination with different filter pair produces the highest score since the pair

gives a reduced amount of training time. Finally, the selected combination is

used to compute the classification accuracy of the test set EEG. It is concluded

that on average even for individual subject the maximum classification accuracy

is achieved by the proposed method. Moreover, in the case of execution time
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the proposed method outperforms some other methods as shown in Figure 7.15.

The execution time of the methods CCSP, SRCSP, GLRCSP and TRCSP is more

than one second because of more training time. The algorithms uses data from

other subjects and regularizes the estimation of the covariance matrix. Since the

methods consider the information of other subject during training period, the

algorithms consume much more training time than standard CSP. The proposed

feature selection approach GS-CSP searches the best feature combination using

the standard CSP. The approach needs little more time compared to CSP for

the searching but much lower than the other methods as shown in Figure 7.15.

Therefore, experimental studies on two public EEG datasets (BCI competition

III dataset IVa and BCI competition III dataset IIIa) showed that the proposed

GS-CSP method yielded higher overall classification accuracy and lower execution

time in contrast to some other stated methods.

The proposed method is applied to classify audio stimuli based EEG. For the

experiment the KARA ONE database (Computational Linguistics Lab, University

of Toronto, Canada) is used in this research. On the basis of classification results,

it is concluded that the proposed approach will be useful for audio stimuli based

BCI research. The Audio stimuli EEG classification can take part for the auditory

related brain development for children and diagnosis of human brain.

8.2 Future Works

The work described in this thesis has left some unanswered questions deserving fur-

ther investigation. This section describes the future goals of the research. Though

some promising results are achieved in the work, there are many opportunities to

improve the performance of the system. A number of techniques could be exam-

ined to enhance the performance of the classification method with the purpose of

enabling fast and accurate decision. It is needed to improve the presented BCI

to be a practical reality and potentially be a part of the future generations of

physically disable people. The approach described in this research is designed for
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motor-imagery based BCIs and deals with two class problems using linear classi-

fier. In future, the approach can be extended to include a neural network which is

able to produce nonlinear decision boundary and effective for multiclass problem.

It is necessary to select the effective number of channels to improve the clas-

sification performance. Different frequency bands can be used to enhance the

accuracy. Furthermore, it would be interesting to design the BCI system using

very short period of time for the intended activity that maximizes the chance of

performing the actual task for the specific subject.

In this research, effective dominant features are selected with mutual informa-

tion approach. Future work could deal with the exploration of approaches such

as eigenvalue centrality [210] and Laplacian score [99]. The development of better

computational model to implement a practical auditory BCI system for patients

with physical disabilities can be another direction of future work. Furthermore,

the development of audio stimuli based BCI technology that would be promising

for a substitute of standard computer input device for both healthy and disabled

computer users is also left for future work.
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[215] Alois Schlögl, Felix Lee, Horst Bischof, and Gert Pfurtscheller. Character-

ization of four-class motor imagery eeg data for the bci-competition 2005.

Journal of neural engineering, 2(4):L14, 2005.

[216] Caroline Schnakers, Audrey Vanhaudenhuyse, Joseph Giacino, Manfredi

Ventura, Melanie Boly, Steve Majerus, Gustave Moonen, and Steven Lau-

reys. Diagnostic accuracy of the vegetative and minimally conscious state:

clinical consensus versus standardized neurobehavioral assessment. BMC

neurology, 9(1):35, 2009.

[217] Martijn Schreuder, Benjamin Blankertz, and Michael Tangermann. A new

auditory multi-class brain-computer interface paradigm: spatial hearing as

an informative cue. PloS one, 5(4):e9813, 2010.

[218] Ruth Schubert, Michael Tangermann, Stefan Haufe, Claudia Sannelli,

Michael Simon, EA Schmidt, WE Kincses, and Gabriel Curio. Parieto-

occipital alpha power indexes distraction during simulated car driving. In-

ternational journal of psychophysiology, 69(3):214, 2008.

[219] Andrew B Schwartz, X Tracy Cui, Douglas J Weber, and Daniel W Moran.

Brain-controlled interfaces: movement restoration with neural prosthetics.

Neuron, 52(1):205–220, 2006.

[220] Eric W Sellers and Emanuel Donchin. A p300-based brain–computer inter-

face: initial tests by als patients. Clinical neurophysiology, 117(3):538–548,

2006.

[221] S Solhjoo and MH Moradi. Mental task recognition: A comparison be-

tween some of classification methods. In BIOSIGNAL 2004 International

EURASIP Conference, pages 24–26, 2004.

[222] Soroosh Solhjoo, Ali Motie Nasrabadi, and Mohammad Reza Hashemi Gol-

payegani. Classification of chaotic signals using hmm classifiers: Eeg-based

mental task classification. In Signal Processing Conference, 2005 13th Eu-

ropean, pages 1–4. IEEE, 2005.

149



Bibliography

[223] Le Song and Julien Epps. Classifying eeg for brain-computer interface:

Learning optimal filters for dynamical system features. Computational in-

telligence and neuroscience, 2007, 2007.

[224] Le Song, Alex Smola, Arthur Gretton, Karsten M Borgwardt, and Justin

Bedo. Supervised feature selection via dependence estimation. In Proceedings

of the 24th international conference on Machine learning, pages 823–830.

ACM, 2007.

[225] Heung-Il Suk and Seong-Whan Lee. A novel bayesian framework for discrim-

inative feature extraction in brain-computer interfaces. IEEE Transactions

on Pattern Analysis and Machine Intelligence, 35(2):286–299, 2013.

[226] Kevin Talbot and Martin R Turner. Oculomotor dysfunction in amyotrophic

lateral sclerosis. Arch Neurol, 68(7):857–861, 2011.

[227] Durk Talsma and Marty G Woldorff. Selective attention and multisensory

integration: multiple phases of effects on the evoked brain activity. Journal

of cognitive neuroscience, 17(7):1098–1114, 2005.

[228] Kouhyar Tavakolian and Siamak Rezaei. Classification of mental tasks using

gaussian mixture bayesian network classifiers. In Biomedical Circuits and

Systems, 2004 IEEE International Workshop on, pages S3–6. IEEE, 2004.
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